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Today’s business world could not function without 
data communications and computer networks. Most 
people cannot make it through an average day with-
out encountering or using some form of computer 
network. In the past, this �eld of study occupied the 
time of only engineers and technicians, but it now 
involves business managers, end users, programmers, 
and just about anyone who might use a phone or 
computer! Thus, Data Communications & Computer 
Networks: A Business User’s Approach, Ninth Edition 
maintains a business user’s perspective on this vast 
and increasingly signi�cant subject.

In a generic sense, this book serves as an owner’s 
manual for the individual computer user. In a world in 
which computer networks are involved in nearly every 
facet of business and personal life, it is paramount that 
each person understands the basic features, opera-
tions, and limitations of different types of computer 
networks. This understanding helps people become 
better managers, better employees, and simply better 
computer users. As a computer network user, you will 
probably not be the one who designs, installs, and 
maintains the network. Instead, you will have interac -
tions—either direct or indirect—with the individuals 
who do. Taking this course should give you a strong 
foundation in computer network concepts, which will 
enable you to work effectively with network admin-
istrators, network installers, and network designers.
Here are some of the many scenarios in which the 
knowledge contained in this book would be particu-
larly useful: 

❯� You work for a company and must deal directly 
with a network specialist. To better understand 
the specialist and be able to conduct a meaningful 
dialog with them, you need a basic understanding 
of the many aspects of computer networks.

❯� You are a manager within a company and 
depend on network specialists to provide you 
with recommendations for the company’s net-
work. To ensure that you can make intelligent 
decisions regarding network resources, you 
need to know the basic concepts of data com-
munications and computer networks.

❯� You work in a small company, in which each 
employee wears many hats. Thus, you may 
need to perform some level of network assess-
ment, administration, or support.

❯� You have your own business and need to fully 
understand the advantages of using computer 
networks to support your operations. To 
optimize those advantages, you should have 
a good grasp of the basic characteristics of a 
computer network.

❯� You have a computer at home or at work, and 
you simply wish to learn more about computer 
networks.

❯� You have realized that, to keep your job skills 
current and remain a key player in the informa-
tion technology arena, you must understand 
how different computer networks work and 
become familiar with their advantages and 
shortcomings.

Audience
Data Communications & Computer Networks: A Business 
User’s Approach, Ninth Edition is intended for a one-
semester course in business data communications for 
students majoring in business, information systems, 
management information systems, and other applied 
�elds of computer science. Computer science depart -
ments will also �nd the book valuable, particularly if 
the students read the Details sections accompanying 
most chapters. It is a readable resource for computer 
network users that draws on examples from business 
environments. In a university setting, this book can 
be used at practically any level above the �rst year. 

Defining Characteristics of 
This Book
The major goal of this ninth edition is the same as 
that of the �rst edition: to go beyond simply provid-
ing readers with a handful of new de�nitions, and 
instead introduce them to the next level of details 

Preface
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found within the �elds of computer networks and 
data communications. This higher level of detail, 
framed within the context of real-world scenarios, 
includes the network technologies and standards 
necessary to support computer network systems 
and their applications. This book is more than just 
an introduction to advanced terminology. It involves 
introducing concepts that will help the reader achieve 
a more in-depth understanding of the often-complex 
topic of data communications. Hands-on projects 
provide memorable insights into the concepts, and 
pedagogical features help readers assess their own 
learning and progress. It is hoped that once readers 
attain this in-depth understanding, the topic of net-
works and data communications will become engag-
ing in the pursuit of business objectives. To facilitate 
this understanding, the book strives to maintain high 
standards in three major areas: readability, a balance 
between the technical and the practical, and currency.

Readability

Great care has been taken to provide the technical 
material in as readable a fashion as possible. Each 
new edition has received a complete rewrite, in which 
every sentence has been reexamined to convey the 
concepts as clearly as possible. Given the nature of 
this book’s subject matter, the use of terminology is 
unavoidable. However, every effort has been made to 
present terms in a clear fashion, with minimal use of 
acronyms and even less use of jargon.

Balance between the Technical and the 
Practical

As in the very successful �rst edition, a major objective 
in writing Data Communications & Computer Networks, 
Ninth Edition was to achieve a balance between the 
more technical aspects of data communications 
and its everyday practical aspects. Throughout each 
chapter, there are sections entitled “Details,” which 
delve into the more specialized aspects of the topic 
at hand. Should readers not have time to explore this 
technical information, they can skip these Details 
sections without missing out on the basic concepts 
of covered topics.

Current Technology

Because of the fast pace of change in virtually all 
computer-related �elds, every attempt has been 
made to present the most current trends in data 

communications and computer networks. Some of 
these topics include: 

❯� Integral coverage of cloud computing, 
especially from a business perspective

❯� An introduction to many new terms and 
concepts such as: IoT (Internet of Things), 
5G (5th generation) cellular, SDN (software-
defined networking), SD-WAN (software-defined 
wide area networking), data analytics, and AI 
(artificial intelligence)

❯� The most recent Wi-Fi standards of 802.11ac 
and 802.11ax

❯� Technologies to support remote workers

❯� Industry standards for cloud security

It is also important to remember the many older tech -
nologies still in prevalent use today. Discussions of 
these older technologies can be found, when appro-
priate, in each chapter of this book.

Organization
The organization of Data Communications & Computer 
Networks, Ninth Edition roughly follows that of the 
TCP/IP protocol suite, from the physical layer to the 
upper layers. In addition, the book has been carefully 
designed to consist of twelve, well-balanced chapters 
to �t into a typical 15- or 16-week semester (along 
with any required exams). The intent was to design 
a versatile introduction to the study of computer 
networks by creating a set of chapters that is cohesive 
but at the same time allows for �exibility in the week-
to-week curriculum. Thus, instructors may choose to 
emphasize or de-emphasize certain topics, depending 
on the focus of their curriculums. 

Coverage of CompTIA’s Cloud Essentials+ exam objec-
tives are deeply integrated into the material so that 
every objective is covered to or beyond the level 
required by the exam. Students who are taking this 
course and who engage in �nal exam preparation 
activities (such as review and practice testing) will be 
quali�ed to attempt the CompTIA Cloud Essentials+ 
certi�cation exam. This exam sits at the crossroads 
of business and technology in cloud computing and 
encourages a common language for professionals 
from both areas of expertise.

Students who have taken other cloud computing 
courses, such as a course that covers CompTIA’s more 
technical Cloud+ exam, can study Chapters 11 and 12 
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in preparation for the Cloud Essentials+ exam. These 
chapters focus on addressing the business-based 
language and concerns of cloud computing. 

Features
To assist readers in better understanding the tech -
nical nature of data communications and computer 
networks, each chapter contains several signi�cant 
features. These features are based on established, 
well-tested pedagogical techniques as well as some 
newer techniques.

Learning Objectives

The chapter opens with a list of learning objectives that 
should be accomplished by the end of the chapter. Each 
objective is tied to the main sections of the chapter. 
Readers can use the objectives to grasp the scope and 
intent of the chapter’s content. The objectives also work 
in conjunction with the end-of-chapter summary and 
review questions, so that readers can assess whether 
they have adequately mastered the material.

Section Reviews

Each major section in each chapter concludes with 
a brief review of the main points students should 
remember from that section. This frequent review 
process helps students re�ect on the material they’ve 
learned before moving on to the next section.

Self-Check Questions

Following the section review, self-check questions 
encourage students to practice recalling the informa -
tion they’ve learned. This practice testing is proven in 
learning science research as one of the most effective 
methods to retain new information. Answers and 
explanations are provided for students at the end 
of each chapter so they can check themselves and 
identify gaps in their learning before moving forward.

Thought Experiments

Thought experiment boxes sprinkled throughout the 
reading invite students to consider a personal or 
business application of the concepts being discussed. 
These activities sometimes require outside research, 
and other times students draw upon their personal 
experiences and opinions.

Details

Most chapters contain one or more Details sections, 
which dig deeper into a particular topic. Readers 
who are interested in more technical details will �nd 
these sections valuable. Since the Details sections are 
physically separate from the main text, they can be 
skipped if the reader does not have time to explore 
this level of technical detail. Skipping these sections 
will not affect the reader’s overall understanding of 
a chapter’s material.

CompTIA Cloud Essentials+ Objectives 
Mapping

Where relevant, covered exam objectives are refer -
enced within a section to support self-study efforts. 
All the exam objectives for the CompTIA Cloud  
Essentials+ certi�cation are covered within this book 
at or beyond the level required by the exam. 

End-of-Chapter Material

The end-of-chapter material is designed to help read -
ers review the content of the chapter and assess 
whether they have adequately mastered the concepts. 
It includes: 

❯� A bulleted summary that readers can use as a 
review of the key topics of the chapter and as a 
study guide.

❯� A list of the key terms used within the chapter.

❯� Review questions that readers can use to 
quickly check whether they understand the 
chapter’s key concepts.

❯� A discussion starter designed to encourage 
readers to reflect on what they’ve learned in 
the chapter and how these topics might affect 
daily life, businesses and markets, and work 
processes in various industries.

❯� A Hands-On Project that gives students 
concrete experience with concepts from 
the chapter. These projects are carefully 
designed to work as effectively for a distance-
learning student as for a student in the class-
room. None of the projects require significant 
preparation beforehand for the instructor, 
hardware beyond a typical workstation or 
laptop, or paid subscriptions to any other 
service.
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Glossary

At the end of the book, you will �nd a glossary that 
includes the key terms from each chapter. 

New to This Edition
Just as networking technology continues to evolve, 
so does learning science and the insights available to 
course designers. In the interest of providing you with 
the most effective and durable learning experience, 
this latest edition is packed with improvements and 
enriched features.

❯� Fully updated—Content maps completely to 
CompTIA’s Cloud Essentials+ CLO-002 exam for 
productive exam preparation.

❯� “Remember this…” feature—Section-specific 
learning objectives blend the Cloud Essentials+ 
exam objectives with the material covered 
in each section to help students focus on the 
most important points of that section.

❯� Self-check questions—Periodic multiple-choice 
questions placed throughout the readings 
help students mentally complete the “learning 
cycle” as they practice recalling the informa-
tion to increase the durability of what they 
learn. With answers and thorough explanations 
at the end of each chapter, students can check 
their own learning and assess their progress 
toward mastering each chapter’s objectives.

❯� Flexible learning environment—New skills-
based projects encourage hands-on exploration 
of chapter concepts. These projects include 
thought-provoking questions that encourage 
critical thinking and in-depth evaluation of 
the material. The software tools used in the 
projects are included in Windows or freely 
available online, and hardware requirements 
are kept to a minimum, making these projects 
accessible to more students in a wide variety of 
learning environments.

❯� Cloud, virtualization, and emulation tech-
nologies—Projects at the end of each chap-
ter challenge readers to explore concepts 
and apply skills with real-world tools. Some 
projects employ Cisco’s network simulator, 
Packet Tracer, so learners can practice setting 
up a network from start to finish. Other pro-
jects guide students in accessing AWS so they 

can “get their hands dirty in the cloud” and 
discover why IT as an industry is becoming 
cloud-centric.

❯� Certification preparation—All exam objectives 
for the CompTIA Cloud Essentials+ certification 
are covered to or beyond the depth required by 
the exam. The CompTIA Cloud Essentials+ cer-
tification addresses the crossroads of business 
and technology in cloud computing. Training 
for the exam provides experts on both sides 
with a common language to encourage partner-
ship and collaboration as companies increas-
ingly migrate to the cloud.

Chapter Descriptions
To keep up with new technology in computer networks 
and data communications, this Ninth Edition has incor-
porated many updates and additions in every chapter, 
as well as some reorganization of sections within 
chapters. Here’s a summary of the major concepts 
that can be found in each of the following chapters:

Chapter 1, Introduction to Data Communications 
and Computer Networks, introduces different types 
of computer networks, along with many of the major 
concepts that will be discussed in the following chap -
ters, with an emphasis on the TCP/IP protocol suite 
followed by the OSI model. Cloud computing is intro -
duced in this �rst chapter and is revisited in-depth in 
subsequent chapters.

Chapter 2, Conducted and Radiated Media, intro-
duces the different types of wired and wireless media 
for transmitting data on personal and local area net-
works. Coverage of Wi-Fi, Bluetooth, and wireless IoT 
(Internet of Things) technologies re�ects updated 
standards and evolution of wireless media.

Chapter 3, Fundamentals of Data and Signals, covers 
basic concepts describing how data is converted to 
signals for transmission on a network. Later chapters 
build on these concepts so students understand how 
to increase network performance and ef�ciency.

Chapter 4, Frames and Errors, discusses how a con -
nection or interface is created between a computer 
and a peripheral device. The chapter explores types 
of noise and the errors they cause, how these errors 
are detected, and the actions that can take place in 
response to errors. 
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Chapter 5, Wired and Wireless Local Area Networks, 
explains the evolution of topology and Ethernet stan -
dards in wired local area networks, emphasizing the 
role a switch plays in modern networks. The chapter 
then describes standards used to handle collisions 
on wireless networks.

Chapter 6, Network Systems and Software, discusses 
various network services and the network operating 
systems that support them. New content discusses 
how to con�gure network devices and explains the 
concept and role of virtualization. The chapter con-
cludes with new content explaining cloud computing 
services and pricing strategies.

Chapter 7, The Internet, is devoted to technologies 
that make the Internet work. The chapter covers IPv4 
and IPv6 protocols and addressing as well as TCP, 
UDP, and a brief discussion of MPLS. It also discusses 
Internet services, such as DNS, SSH, and VoIP, and it 
presents new content on the IoT (Internet of Things) 
and data analytics.

Chapter 8, Risk, Security, and Compliance, addresses 
common network vulnerabilities and attack types, 
including updated information on ransomware and 
phishing emails. The chapter explains network secu-
rity technologies, from physical security and anti-
malware to �rewalls and IDS/IPS. Encryption pro -
cesses and uses are explained along with an updated 
discussion of authentication measures. The chapter 
concludes with a section devoted to wireless security.

Chapter 9, Wide Area Networks, introduces the basic 
terminology and concepts of campus area networks, 
metropolitan area networks, and wide area networks. 
Routing processes and common routing protocols are 
explored, followed by discussions on multiplexing and 
compression in wide area networks.

Chapter 10, Connecting Networks and Resources, 
delves into the details of how local networks con -
nect to the Internet. The chapter includes DSL, cable 
modems, �ber, satellite, and cellular connections for 
consumer-level services and MPLS, Ethernet, VPN, and 
cloud connectivity for enterprise-grade connections. 
New content on SD-WAN, SD-Branch, and SASE helps 
prepare students for the CompTIA Cloud Essentials+ 
certi�cation exam. And coverage of digital marketing, 
edge computing, and supporting remote workers pre -
pares students for working in today’s Internet-based 
businesses.

Chapter 11, Network Design and Management, intro -
duces application lifecycle management, change man -
agement, and project management. In the context of 
creating or improving networks, the chapter explores 
network modeling, gap analysis, feasibility studies, 
capacity planning, and testing environments. A sec-
tion on network monitoring covers monitoring tools 
and the importance of baseline studies. The chapter 
concludes with new content on cloud deployment and 
migration concepts, including migration strategies, 
automation/orchestration, and cloud monitoring.

Chapter 12, Business Principles in IT, offers new con -
tent addressing a network’s human resources, includ -
ing the need for administrative and training skills in 
addition to ongoing professional development. The 
next section focuses on relationships with vendors, 
important vendor documentation, and methods for 
evaluating proposed projects with vendors. New con -
tent covers �nancial aspects of the cloud, including a 
comparison of CapEx versus OpEx and a discussion of 
cloud cost optimization. The �nal section addresses 
business continuity and disaster recovery planning. 

Instructor Resources
Additional instructor resources for this product are 
available online.�Instructor assets include an Instruc -
tor’s Manual, PowerPoint ® slides, and a test bank 
powered by Cognero ®.�Sign up or sign in at�www.
cengage.com�to search for and access this product 
and its online resources.
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Chapter 1

Objectives
After reading this chapter, 
you should be able to:

• 	Use common networking 
terms

• 	 Identify basic networking 
devices

• 	Describe common types 
of networks

• 	Describe the purpose of 
each layer of the TCP/IP 
protocol suite and the OSI 
model

• 	Explain the significance of 
cloud computing

Introduction
Making predications is a difficult task, and predicting the future of  
computing is no exception. History is filled with computer-related  
predictions so inaccurate that today they are amusing. For example, 
consider the following predictions:

“I think there is a world market for maybe five computers.” 
Thomas Watson, chairman of IBM, 1943 

“I have traveled the length and breadth of this country, and talked 
with the best people, and I can assure you that data processing is a 
fad that won’t last out the year.” 
Editor in charge of business books for Prentice Hall, 1957 

“There is no reason anyone would want a computer in their home.” 
Ken Olsen, president and founder of Digital Equipment Corporation, 
1977 

Apparently, no matter how famous you are or how influential your posi-
tion, it is very easy to make very bad predictions. Nevertheless, it’s hard 
to imagine that anyone can make a prediction worse than any of those 
above. Buoyed by this false sense of optimism, consider these forecasts:

Someday your home’s heating and cooling system will automatically 
turn off when it detects you leaving home, turn on when it detects 
you’re heading back, adjust its settings according to your daily activi-
ties and current energy prices, and shut down completely if it detects 
smoke in the house.

Introduction to Data 
Communications and 
Computer Networks
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2 Chapter 1 Introduction to Data Communications and Computer Networks

In addition, more people are using satellite-based 
GPS devices in their cars and on smartphones to pro-
vide driving directions and avoid traffic hotspots. Simi-
lar systems can unlock your car doors if you leave your 
keys in the ignition or can locate your car in a crowded 
parking lot by beeping the horn and flashing the  
headlights if you cannot remember where you parked.

Even if you didn’t use public transportation today or 
a GPS device in your car to commute to work, school, 
or the store, there are many other ways to use a com-
puter network. Businesses can order parts and inventory 
on demand and build products to customer-designed 
specifications electronically, without the need for paper. 
Online retail outlets can track every item you click on or 
purchase. Using this data, they can make recommen-
dations of similar products and inform you in the future 
when a new product becomes available. ATMs can verify 
a user’s identity by taking their thumbprint. Plus, many 
employees and students now work from home, relying 
heavily on data networks to access remote resources for 
work, school, and socializing.

To support current demands for network connectivity, 
cable television continues to expand, offering extensive 
programming, pay-per-view options, video recording, 
digital television and music, and (in some markets) gigabit  
connectivity to the Internet. The telephone system, the 
oldest and most extensive network of communication 
devices, continues to become more of a computer network  
every day. The most recent “telephone” networks can 
now deliver voice, Internet, and television over a single 
connection. Cellular telephone systems cover virtually 
the entire North American continent and include systems  
that allow users to upload and download data to 
and from the Internet, send and receive images, and 
upload or download streaming video such as television  
programs, movies, web conferences, and social media 
videos. Your smartphone can play music, make phone 
calls (even video calls), take pictures, browse the web, 
and let you play games while you wait for the next train, 
class, or appointment.

Welcome to the amazing world of computer net-
works! As you can see, it is nearly impossible to not 
have used some form of computer network and data 
communication. Because of this growing integration 
of computer networks and data communications into 
business and daily life, everyone—particularly those 
considering careers in information systems, busi-
ness, or computer science—needs to understand 
the basic concepts. Armed with this knowledge,  
you not only will be better at communicating with network 

At some point, a hacker manages to steal your 
banking password and log into your online bank 
account, but the attack is detected and booted from 
your account before any damage is done because 
he didn’t move his mouse the same way you do.

Someday your car battery will be capable of detecting 
when the power gets too weak to start the car, and it 
will call to inform you that you need a replacement or 
a charge.

One day you will use an app on your phone to 
request personal transportation. The app will show 
you the car’s photo, provide a map of the car’s current  
location, and you’ll be notified when the car arrives 
at your location. However, when you enter the car, 
there will be no driver because the car drives itself.

Someday while driving in a big city, your car will 
navigate you to the nearest empty parking spot and 
allow you to pay the parking fee with your phone.

Do these predictions sound far-fetched and filled with 
mysterious technologies that only scientists and engi-
neers can understand? They shouldn’t because these 
scenarios are happening today with technologies that 
already exist. What’s more, none of these advances 
would be possible today were it not for computer net-
works and data communications.

The world of computer networks and data communica-
tions is a surprisingly vast and increasingly significant 
field of study. Once considered primarily the domain 
of network engineers and technicians, computer  
networks now involve business managers, computer 
programmers, system designers, office managers, 
home computer users, and everyday citizens. 

It is virtually impossible for the average person on the 
street to spend 24 hours without directly or indirectly 
using some form of computer network. Consider all 
the ways you might interact with computer networks 
when you’re literally on the street: Most transportation  
systems use extensive communication networks to 
monitor the flow of vehicles and trains. Expressways and 
highways have computerized systems for controlling 
traffic signals and limiting access during peak traffic 
times. Some major cities are placing the appropriate 
hardware inside city buses and trains so that the precise 
location of each bus and train is known. This information 
enables transportation systems to keep buses evenly 
spaced and more punctual, and it allows riders to know 
when the next bus or train will arrive.
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3Section 1-1: The Language of Computer Networking

specialists and engineers, but also will become better  
students, managers, and employees.

Section 1-1: The Language 
of Computer Networking
Over the years, numerous terms and definitions relat-
ing to computer networks and data communications 
have emerged. To gain insight into the many subfields of 
study, and to become familiar with the emphasis of this 
textbook, take a moment to examine the more common 
terms and their definitions:

❯� A computer network is an interconnected group of 
computers and computing equipment using either 
wires or radio waves that can share data and com-
puting resources. 

❯� Wireless computer networks use different kinds of 
low energy radiation below the visible light spec-
trum and can involve broadcast radio, microwaves, 
or infrared transmissions. 

❯� Networks spanning an area of a few centimeters 
to several meters around an individual are called 
PANs (personal area networks). PANs include 
devices such as laptop computers, smartphones, 
personal printers, and wireless peripheral devices 
(like a keyboard or speakers) that are typically used 
by one person at a time. A PAN can also include 
wearable devices, such as a smartwatch or smart 
glasses, although sometimes these devices are con-
sidered to be part of a BAN (body area network).

❯� Networks that are a little larger in geographic size—
spanning a room, a floor within a building, or an 
entire building—are LANs (local area networks). 
Figure 1-1 shows the relative sizes of PANs, LANs, 
and other common network types described here.

❯� Collections of local area networks that cover a  
campus (such as a college campus or a business cam-
pus) are often called CANs (campus area networks). 

❯� Networks that serve an area up to roughly  
50 kilometers—approximately the area of a typical 
city—are called MANs (metropolitan area  
networks). Metropolitan area networks are high-
speed networks that interconnect businesses with 
other businesses and the Internet. 

❯� Large networks encompassing parts of states,  
multiple states, countries, and the world are WANs 
(wide area networks). 

There are many other terms you’ll see repeatedly 
throughout this course. To put these terms in context, 
let’s peruse the highlights of the coming chapters. It 
helps to think of the progression of these chapters in 
terms of how each chapter relates to a company’s LAN, 
either internal to the LAN or external to it. For example,  
Chapters 2 through 6 concentrate on technologies used 
on LANs. Chapter 7 expands the discussion to see how 
networks function outside of the LAN environment, 
and Chapter 8 covers key security concepts when con-
sidering threats from outside the LAN. As you move 
away from the LAN, you find that several technologies 
can connect your network with other networks or with 
extensions to your own network. You’ll learn about how 
WANs work in Chapter 9, and you’ll discover many of 
the more common WAN connection types in Chapter 10. 
Let’s take a more detailed look at what you can expect to 
learn during this course and some of the core vocabulary  
you’ll be using.

The study of computer networks would be inade-
quate without the introduction of two important build-
ing blocks: data and signals. Data is information that 
has been translated into a form conducive to storage, 
transmission, and calculation. Data communications 
is the transfer of digital or analog data using digital or 
analog signals. Analog and digital signals are transmit-
ted over conducted media or wireless (also called radi-
ated) media, both of which are discussed in Chapter 2. 
These media are the foundational component of every 
network. Next, Chapter 3 evaluates how data is trans-
formed into signals that can be transmitted on various 
network media.

Signals transmitted on a network must be formatted 
according to certain sets of rules, called protocols, a 

WAN

MAN

CAN

LAN

PAN

Figure 1-1� Relative sizes of common network types
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4 Chapter 1 Introduction to Data Communications and Computer Networks

topic covered in Chapter 4. When the signals transmitted  
between computing devices are corrupted and errors 
result, error detection and error control are necessary. 
These topics are also discussed in detail in Chapter 4.

Many kinds of devices are needed to support network  
-based communications, such as switches and routers.  
Chapter 5 describes the different ways these networking  
devices (i.e., devices used to support the network) can 
be arranged to allow networked devices (i.e., devices 
using the network) to talk to each other. Then Chapter 6  
evaluates the services and software used to manage 
the network, such as a NOS (network operating sys-
tem), and Chapter 7 shows how you can connect your  
network to other networks using specialized networking 
protocols that enable communication across the Inter -
net. As you open your network to the world, you need 
to keep it safe. Chapter 8 surveys common risks to your 
network and network security best practices that pro-
tect your network and your data when you’re connected 
to the Internet.

Because sending only one signal over a medium at one time 
can be an inefficient way to use the transmission medium, 
many systems perform multiplexing. Multiplexing   
is the transmission of multiple signals on one medium, 
which is necessary with high-traffic connections like 
those that make up the Internet. For a medium to trans-
mit multiple signals simultaneously, the signals must be 
altered so that they do not interfere with one another. 
Compression is another technique that can maximize 
the amount of data sent over a medium. Compression 
involves squeezing data into a smaller package, thus 
reducing the amount of time (as well as storage space) 
needed to transmit the data. Multiplexing and com-
pression are covered in Chapter 9. Next, Chapter 10 
shows how these techniques are used in different WAN  
technologies that connect your local network to the 
Internet and other remote networks.

Network management is the design, installation, and 
support of a network and its hardware and software. 
Chapter 11 discusses many of the basic concepts nec-
essary to properly support the design and improvement 
of network hardware and software, as well as the more 
common management techniques used to optimize a 
network’s performance.

A very common expression you may have heard is 
something like “back up your photos and documents to 
the cloud” or “the application is in the cloud.” The key 
concept here is cloud and the way this term is currently 
used. Similar words or phrases that are commonly used 
today are cloud computing or Anything as a Service 
(XaaS), where the X can be replaced with other letters to 

refer to a particular service, such as SaaS (Software as a 
Service) or NaaS (Networking as a Service). Very often 
“the cloud” simply refers to the Internet or to some 
other remote network. When a company places data or 
applications on some website on the Internet and allows 
people to access them, you might say the application is 
cloud-based. One of the more visible examples of cloud 
computing is storing one’s music and files at a remote 
location on the Internet rather than on a local device. 
Major corporations such as Amazon and Apple allow 
users to store personal data and recent media purchases 
on their clouds. Companies such as Microsoft and  
Google (as well as many others) offer cloud-based appli-
cations (called web apps) such as word processors 
and spreadsheets. The actual code that runs the web 
app does not exist on the user’s computer but runs on 
the cloud provider’s servers and is typically accessed 
across the Internet through the user’s browser. This 
way, users don’t have to download and install the appli -
cation to an individual machine. You will examine cloud 
concepts in more detail throughout this course and  
specifically from a business perspective in Chapter 12.

Cloud Essentials+ Exam Tip
This course covers all the objectives for the CompTIA 
Cloud Essentials+ CLO-002 certification. Look for 
these Cloud Essentials+ Exam Tips to indicate which 
objectives are addressed in a section.

Remember this…
❯� Networks are often categorized according to their 
size and the types of devices connected to them.

❯� The study of data communications includes digital 
and analog signals that can be transmitted over 
conducted or wireless (radiated) media.

❯� Cloud computing often relies on the Internet in some 
way for access to resources at a remote location.

Self-check
1.	 You plug your new printer into a USB port on 

your computer. What kind of network supports 
this connection?

a.	 CAN

b.	 LAN

c.	 WAN

d.	 PAN
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5Section 1-2: The Big Picture of Networks

❯� Servers—The computers that store network  
software and shared or private user files

❯� Switches—The collection points for the wires that 
interconnect the workstations on a LAN

❯� Routers—The connecting devices between LANs 
and WANs, such as the Internet

There are also many types of wide area networks. 
Although many different technologies are used to support  
WANs, all WANs include the following components:

❯� Nodes—Devices connected to the network, including 
endpoint devices (such as servers) and networking 
devices (such as routers) that make the decisions 
about where to route a piece of data

❯� Connecting media—Some type of wired or wireless 
high-speed transmission infrastructure (such as 
cables or radio signals) that connects one node to 
another

❯� A subnetwork—Collection of nodes and transmis-
sion media working together in a cohesive unit

To see how LANs and WANs work together, consider 
User A (in the upper-left corner of Figure 1-2), who 
wishes to retrieve a web page from the web server 
shown in the lower-right corner. To do this, User A’s 
computer must have both the necessary hardware and 
software required to communicate with the first WAN it 
encounters, WAN 1 (User A’s Internet service provider). 

2.	 You connect your home network to your 
Internet provider using a single fiber cable. 
What technology allows you to download and 
upload data over this connection at the same 
time?

a.	 Network management

b.	 Multiplexing

c.	 Compression

d.	 Cloud computing 

Check your answers at the end of this chapter.

Section 1-2: The Big 
Picture of Networks
If you could create one picture that tries to give an over -
view of a typical computer network, what might this pic-
ture include? Figure 1-2 shows one possibility. Note that 
this figure shows two wide area networks (WAN 1 and 
WAN 2), two local area networks (LAN 1 and LAN 2), and 
a personal area network. Although a full description of 
the different components constituting wide area and local 
area networks is not necessary quite yet, it is import-
ant to note that most LANs often include the following 
hardware:

❯� Workstations—Personal computers (such as  
desktops, laptops, or tablets) or smartphones

User A

WAN 1
Modem

Cellular tower

LAN 1 LAN 2

PAN 1

Web
server

Bluetooth
headphones

Workstations

Routers

Switch

WAN 2

Routers

Figure 1-2� An overall view of the interconnection between different types of 
networks
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6 Chapter 1 Introduction to Data Communications and Computer Networks

4.	 You need to make some changes to a file stored 
on your office’s network. On which device is the 
file located?

a.	 Router

b.	 Server

c.	 Workstation

d.	 Switch

Check your answers at the end of this chapter.

Section 1-3: Common 
Network Examples
The introduction of this chapter described a few appli-
cations of computer networks and data communications 
in everyday life. Think about the basic communications 
networks that you might encounter on any typical day 
while at school, at work, or living life in general. This will 
help you see how extensively you rely on data commu-
nications and computer networks. In Figure 1-3, Katrina 
is sitting at a desk at her college library. On the desk are 
two computers: a desktop PC (provided by the school) 
and her personal laptop. She is holding her smartphone. 
Try to identify each of the communications networks 
that Katrina might encounter in this scenario.

The Desktop Computer and the 
Internet
The desktop computer sitting on Katrina’s desk is  
“connected” to the Internet via a cable at the back. 
(“Connected” was placed in quotations because, as 
this book will hopefully demonstrate, it is an intricate 
process to enable a device to communicate with other 
devices across the Internet and involves much more 
than simply plugging a cable into the computer’s Internet  
port.) This is perhaps the most common network  
connection today and is found in virtually every business,  
every academic environment, and in many homes. The 
desktop computer—which is commonly known as the 
personal computer, PC, microcomputer, or workstation,  
and could also be a laptop or notebook—began to 
emerge in the late 1970s and early 1980s. 

In a business or education environment, the Ethernet  
cable plugging the desktop into a wall jack travels 
through the walls to some collection point, such as a 
network switch. This network switch, as you will learn 
in Chapter 5, is part of a local area network. This LAN 
is possibly connected to other LANs, but eventually 

Assuming that User A’s computer is connected to this 
WAN through a DSL telephone line, User A needs some 
type of modem. Furthermore, if this WAN is part of the 
Internet, User A’s computer requires software that speaks 
the language of the Internet: TCP/IP (Transmission  
Control Protocol/Internet Protocol).

Notice that no direct connection exists between WAN 1, 
where User A resides, and LAN 2, where the web server 
resides. To ensure that User A’s web page request reaches 
its intended receiver (the web server), User A’s software 
attaches the appropriate address information that WAN 1 
needs to send User A’s request to the router that connects 
WAN 1 to LAN 1. Once the request is on LAN 1, the node 
connecting LAN 1 and LAN 2 uses address information to 
pass the request to LAN 2. Additional address information 
then routes User A’s web page request to the web server, 
whose software accepts the request.

Under normal traffic and conditions, this procedure 
might take only a fraction of a second. When you begin to 
understand all the steps involved and the great number  
of transformations that a simple web page request must 
undergo, the fact that it takes only a fraction of a second 
to deliver is amazing.

Remember this…
❯� LANs connect devices to each other using switches 
and connect to other networks using routers.

❯� WANs connect networks to each other using routing  
devices and are organized into groups of nodes 
called subnetworks.

❯� Specialized hardware and software are required for 
a workstation to communicate over a network such 
as the Internet.

❯� Addressing information is used to route information 
across a network.

Self-check
3.	 You plug your laptop into your local network’s 

router and use your browser to visit a website.  
What type of device allows your router to 
communicate with your Internet provider’s 
network?

a.	 Switch

b.	 Modem

c.	 Server

d.	 Subnetwork
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7Section 1-3: Common Network Examples

Katrina
Katrina’s
smartphone

Desktop
computer

LAN
connection

Laptop computer
with wireless connection

Figure 1-3� Katrina sitting at a desk at school,  
surrounded by networks and their connections

connects to a router. From the router, there is some form 
of high-speed connection to a site which specializes in 
high-speed connections to the Internet.

The LAN, as you’ll see in Chapter 6, is an excellent tool 
for providing a connection to the Internet, as well as 
to other networks, software, and peripheral devices. 
In the business and education world, this network is 
called an enterprise network or a corporate network. 
The connection between workstations and the Inter -
net in an enterprise network is handled by a client/
server system. In a client/server system, a user at a 
computer, called the client machine, issues a request 
for some form of data or service. This could be a 
request for a database record from a database server, 

a request for a web page from a web server, a request 
for a file from a file server, or a request to retrieve an 
email message from an email server. If the requested 
data is stored locally, the request travels across the 
local system to a local server. If the requested data 
is stored remotely, the request travels across the 
local system and then onto an external network, such 
as the Internet, to a remote server that contains a 
potentially large repository of data and/or applica -
tions. The remote server fills the request and returns 
the results to the client, displaying the results on the 
client’s monitor. If users wish to print documents on 
a high-quality network printer, the LAN contains the 
network software necessary (a print server) to route 
their print requests to the appropriate printer. If users 
wish to access their email, the LAN provides a fast, 
stable connection between user workstations and the 
email server. If a user wishes to access the Internet, 
the LAN provides an effective gateway to the out -
side world. Figure 1-4 shows a diagram of this type of  
desktop-to-Internet connection.

Earlier, you met Katrina studying at her school library. 
What about connecting her personal computer to the 
Internet when she studies at home? Many years ago, 
most home users connected their computer to the Inter -
net via a dial-up telephone line and a modem. Today, 
most home users either connect to the Internet using 
DSL (digital subscriber line) or a cable modem service, 
which is connected to a home router. DSL and cable 
modems can achieve much higher connection speeds 
(or data transfer rates) than dial-up connections, which 
are rarely used anymore. The home router functions 
as both a router and a switch, and it allows multiple 
devices to connect to the Internet at one time.

Metal
conduit

Cables

LAN
collection
point

Workstations

Cables

Figure 1-4� A desktop computer (or microcomputer) at a business or school 
connected from the user’s desk to the company’s local area network
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8 Chapter 1 Introduction to Data Communications and Computer Networks

to how far the wireless signals can travel and how fast 
they can carry data.

Because both wireless and wired LANs are standard in 
business, academic, and many home environments, it 
should come as no surprise that having just one LAN is 
not going to get the job done. Many organizations need 
the services of multiple LANs, and it may be necessary 
for these networks to communicate with each other. For 
example, the school that Katrina attends may want the 
LAN that supports its chemistry department to share 
an expensive color laser printer with its biology depart-
ment’s LAN. Fortunately, it is possible to connect two 
LANs so that they can share peripherals (such as the 
printer) as well as software and files. Depending on the 
situation, you might use a switch or a router to connect 
two or more LANs or segments of LANs.

In some cases, it may be more important to prevent data 
from flowing between LANs than to allow data to flow from 
one network to another. For instance, some businesses 
have political reasons for supporting multiple networks—
each division may want its own network to run as it wishes. 
Additionally, there may be security reasons for limiting  
traffic flow between networks; or allowing data destined for 
one network to traverse other networks simply may generate  
too much network traffic. The switches that connect LANs 
can help manage these types of services as well. For exam-
ple, the switch can filter out traffic not intended for the 
neighboring network, thus minimizing the overall amount 
of traffic flow. This process of separating network traffic 
is called segmentation. Figure 1-6 provides an example  
of two LANs connected by two switches.

To communicate with the Internet using a DSL or cable 
modem connection, a user’s computer must connect to 
another device already communicating with the Internet. 
The easiest way to establish this connection is through 
the services of an ISP (Internet service provider). In this 
case, the user’s computer needs to have the necessary 
software to communicate with the Internet. The Internet 
“talks” only in TCP/IP, so computers must have software 
that supports the TCP and IP protocols. Once the user’s 
computer is talking TCP/IP, a connection to the Inter -
net can be established. Figure 1-5 shows a typical home 
computer-to-Internet connection.

A Laptop Computer and a 
Wireless Connection
Back at the library, Katrina also has her laptop sitting 
on the desk. Many laptops do not connect to a network 
using a fixed wire but instead connect via a wireless con-
nection. This type of network connection continues to 
grow in popularity. A user working with a laptop, tablet, 
or even a smartphone uses wireless communications 
(often called Wi-Fi) to send and receive data to and from 
a wireless access point (also called a wireless router). 
This access point is usually connected to a wired LAN 
and basically serves as the “bridge” between the wire-
less user device and the wired network. As you’ll see in 
later chapters, there are different data communication 
protocols for wireless and wired LANs. While the flexi-
bility of not having to physically cable your device to a 
wall jack is nice, you’ll see there are also limitations as 

Modem

Internet Service Provider

High-speed
line

Internet
Router

Router

Modems

Route

Figure 1-5� A computer sending data over a DSL line to an Internet service provider 
and onto the Internet
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9Section 1-3: Common Network Examples

telephone company then transfers the smartphone’s data 
over the public telephone network or through another 
high-speed connection onto the Internet.

LAN A

Switch 1

Switch 2

LAN B

Figure 1-6� Two local area networks connected by switches

Cellular Network
While sitting in the library, Katrina can connect her 
smartphone to the Internet using Wi-Fi, but what if she 
needs to access her school email or assignments in a 
place where there is no Wi-Fi signal available? In this 
case, she can instead use a cell phone network, or cel-
lular network. 

One of the most explosive areas of growth in recent 
years has been cell phone systems. Originally, cell 
phones could only perform voice calls, but now your 
smartphone can send text messages, download pictures 
and videos from the Internet, stream music and video, 
and take high resolution photos and videos. The pro-
cessing power built into modern smartphones rivals the 
mainframe computers of generations ago. 

The network infrastructure that is needed to support 
modern smartphones has also increased in dramatic 
fashion. Large numbers of cell towers cover the face 
of North America and elsewhere throughout the globe. 
These cell towers are tied together into some form of 
network, allowing a user to send a text message all the 
way around the world. The data encoding technolo-
gies that support smartphones continue to increase in 
complexity so that users can access these networks at 
ever-increasing speeds.

For a more precise view, examine Figure 1-7. When a user 
talks into their smartphone, sends a text message or email, 
or interacts with a website, the data is transmitted across 
the cellular network to a telephone company building. The 

All Things Considered

Thought Experiment

You’ve just taken a picture of your best friend with 
your smartphone. You decide to email it to a mutual 
friend across the country. List all the different networks 
possibly involved in this operation.

Cloud Essentials+ Exam Tip
This section discusses cloud deployment models, 
which is required by 

•• Part of Objective 1.1: Explain cloud principles.

Other Common Network 
Systems

The three sample networks you just viewed—a desktop 
computer connected to the Internet via a wired LAN, a 
laptop computer connected to the Internet via a wireless  
LAN, and a cellular network—are only a few of the many 
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10 Chapter 1 Introduction to Data Communications and Computer Networks

examples of communication networks. Others that you 
will examine in more detail in later chapters include  
sensor networks, business mainframe networks, satellite  
networks, and cloud networks.

Sensor Networks

Sensor networks are often found in industrial and real-
world settings. In this type of network, the action of a 
person or object triggers a sensor that is connected 
to a network. For example, in many left-turn lanes, a 
separate left-turn signal will appear if and only if one 
or more vehicles enter in the left-turn lane. A sensor 
embedded in the roadway detects the movement of a 
vehicle in the lane and triggers the left-turn mechanism 

Telephone
company

Land-based
telephone line

Wireless
transmission

tower

Smartphone

Figure 1-7� An example of a user with a smartphone transmitting and 
receiving data

in the traffic signal control box at the side of the road. 
If this traffic signal control box is connected to a 
larger traffic control system, the sensor is connected  
to a LAN.

Another example of a sensor network is found within man-
ufacturing environments. Assembly lines, robotic control 
devices, oven temperature controls, moisture detection 
or water level controls, and chemical analysis equip -
ment, often use sensors connected to data-gathering  
computers that control movements and operations, 
sound alarms, and compute experimental or quality 
control results. These sensors are often interconnected 
via one or more LANs. Figure 1-8 shows a diagram of a 
typical sensor network in a manufacturing environment.

Wiring to
LAN Sensors

Wiring to
LAN

Robot arm

Figure 1-8� Automobiles move down an assembly line and trigger 
a sensor
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Finally, don’t forget all the sensor systems in people’s 
homes and vehicles. Home appliances, such as washing  
machines, dryers, and dishwashers, include sensors  
to monitor water and air temperatures as well as water 
levels. Modern vehicles contain a myriad of sensors, 
monitoring fuel mixtures, oxygen levels, proximity 
detection, and wheel rotations (to trigger anti-lock 
brakes and anti-skid controls). Sensors and controllers 
have also been added to appliances such as refrigera-
tors and thermostats so users can control these devices 
remotely through apps on their smartphones or through 
smart speakers. These speaker devices provide voice 
interaction with a digital assistant, such as Siri, Alexa, or 
Google. Smart appliances and other smart devices are 
part of the IoT (Internet of Things). While there is some 
debate on exactly what is included in the IoT, this text-
book will refer to IoT specifically as devices that would 
not normally be considered computing devices (like 
kitchen appliances or door locks) but are connected to 
the Internet to allow for remote and/or voice activated 
control.

Business Mainframe Network

Another fairly common network system is the business 
mainframe network. Many businesses still use mainframe 
computers to support their day-to-day operations. To 
“connect” to a mainframe, a user employs hardware and 
software that makes their computer act as a computer  
terminal. A computer terminal , or terminal, consists of 
essentially a keyboard and screen with no large hard 
drives, no gigabytes of memory, and little, if any, processing  
power. Computer terminals are used for entering data into a 
system, such as a mainframe computer, and then displaying  

results from the mainframe. Because the terminal does not 
possess a lot of computing power, it’s considered “dumb” 
and relies on the mainframe computer to control the  
sending and receiving of data to and from each terminal. 
This requires special types of protocols.

Business mainframe networks are still being used for 
inquiry/response applications, interactive applications, 
and data-entry applications. One example is the system 
that your bank might use to record ATM transactions 
from thousands of locations, as seen in Figure 1-9.

Satellite Networks

Satellite networks are continuously evolving technologies 
used in a variety of applications. If the distance between 
two networks is great and running a wire between them 
would be difficult, if not impossible, satellite transmission 
systems can be an effective way to connect the two net-
works or computer systems. Examples of these applica-
tions include digital satellite TV, meteorology, intelligence 
operations, mobile maritime telephony, GPS navigation 
systems, worldwide mobile telephone systems, and video 
conferencing. Figure 1-10 shows a diagram of a typical 
satellite system. You will examine these networks in more 
detail in Chapter 10.

Cloud Networks

Cloud networks connect resources that are said to 
reside “in the cloud.” In reality, the cloud is essentially 
remote access to virtualized resources hosted in a  
software-defined environment. Let’s break this down 
a little. Virtualization means that software is used 

Cable connecting
to mainframe

Computer
terminal

Figure 1-9� Using an ATM terminal (or thin-client workstation) to 
perform a financial transaction
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12 Chapter 1 Introduction to Data Communications and Computer Networks

A cloud network relies on a similar type of virtualiza-

tion. A cloud hypervisor runs on top of a large collection  

of datacenter hardware, such as servers, routers, 

switches, and other devices. However, none of those 

physical devices are accessed directly by the cloud  

customer. The hypervisor abstracts the cloud network 

functions away from the physical devices so the cus-

tomer only interacts with virtual resources, such as a vir -

tual server. The cloud customer can create a new server 

VM, a process which is called “spinning up” a VM. From 

the customer’s perspective, they’re creating a new server 

that might run Linux or Windows or some other operat-

ing system. But the server is not an actual computer in 

to replicate the functions of hardware. For example,  

suppose you have a Windows computer like the one 

in Figure 1-11. You install virtualization software called 

a hypervisor on the Windows computer, and then you  

create a virtual machine (VM) in the hypervisor that 

functions as its own computer in a virtual environment. 

It needs its own OS (operating system), like Windows, or 

you can install a different OS, such as Linux. Figure 1-11  

shows a Linux VM on the right where it’s running on 

the Windows host computer. The hypervisor makes the 

Linux VM think it’s the only computer running on the 

available hardware. The hypervisor allocates hardware 

resources to both the Linux VM and the Windows host.

Homes

Satellite
dish

Television
company

Home

Business

Satellite

Figure 1-10� Example of a television company using a satellite system 
to broadcast television services into homes and businesses

Hypervisor

Virtual 
machine 
running a 
different OS

Figure 1-11� A Linux VM running in a hypervisor on a Windows computer

S
ou

rc
e:

 O
ra

cl
e 

C
or

po
ra

tio
n

S
ou

rc
e:

 C
an

on
ic

al
 L

td
.

04406_ch01_ptg01_001-036.indd   12 12/31/21   4:11 PM

Copyright 2023 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



13Section 1-3: Common Network Examples

a rack—it’s a virtual machine running in the hypervisor. 
The cloud network can run many other virtualized 
resources in the hypervisor, such as routing services 
or file storage services. You’ll learn more about these  
service types later in this chapter.
Three primary types of cloud computing are as follows:

❯� Public cloud—These virtualized resources are 
hosted by a CSP (cloud service provider) at a 
remote location. While access control restrictions 
can protect these resources from unauthorized 
access, the hosting services can be used by anyone. 
For example, you might have files saved in a cloud 
storage service and only you can access them. 
However, thousands of other customers might 
use the same cloud storage service, and their files 
might be stored on the same physical server where 
your files are stored.

❯� Private cloud—These virtualized resources are 
hosted by the owner of the resources either in 
its own datacenter or at a remote location. The 
resources and the hosting services can only be 
accessed by the owner.

❯� Hybrid cloud—In a hybrid cloud, virtualized 
resources at a remote location and physical or vir-
tual resources in the local datacenter are connected 
and interact at a functional level that is invisible 
to users. For example, you might sign into your 
computer at your desk, you open an application, 
and then you create and save a file. However, the 
application might be running on a server in your 
company’s datacenter, and the file might be stored 
on a cloud-based server. 

Cloud resources are collectively referred to as cloud 
computing, as you read earlier in this chapter. You’ll 
learn more about cloud computing throughout this 
textbook.

Remember this…
❯� Many kinds of networks exist, depending on the 
connection technologies used, the types of commu-
nications the network supports, and the kinds of 
devices connected to the network.

❯� A client/server system provides client computers 
with a variety of services, such as a database, a 
web page, email, files, or printing.

❯� Protocols define the rules used by devices to  
communicate with each other over a network.

❯� Routers and switches can be used to connect 
devices across multiple LANs or segment traffic for 
security or traffic management purposes.

❯� Smartphones often rely on cellular networks to 
connect to the Internet and to provide calling and 
texting services.

❯� Other kinds of networks include sensor networks, 
wireless networks that use satellite technologies, 
and cloud networks that rely on virtualization.

Self-check
5.	 What kind of protocols support addressing and 

communication over the Internet?

a.	 DSL

b.	 TCP/IP

c.	 LAN

d.	 PC

6.	 You’re setting up a small office network with a 
few desktop computers and a file server. You 
want to make sure only certain network users 
have access to the file server. What device 
will you need to configure to segment the 
network? 

a.	 Switch

b.	 Cell phone tower

c.	 Mainframe

d.	 Router

7.	 Your school hosts its own cloud to pro-
vide students with virtual desktops. These 
desktops give students access to expensive 
software that most students couldn’t afford 
to purchase on their own. Your school also 
stores student files in a cloud service that 
requires an Internet connection for students 
to access their files, even when they’re on 
campus. What kind of cloud architecture is 
your school using? 

a.	 Public

b.	 Enterprise

c.	 Hybrid

d.	 Private

Check your answers at the end of this chapter.
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14 Chapter 1 Introduction to Data Communications and Computer Networks

Section 1-4: Network 
Architectures
Now that you know the different types of networks, you 
need a framework to understand how all the various 
components of a network interoperate. When some-
one uses a computer network to perform a task, many 
pieces come together to assist in the operation. A  
network architecture, or communications model, places 
the appropriate network pieces in layers. The layers 
define a model for the functions or services that need 
to be performed. Each layer in the model defines what 
services either the hardware or software (or both) 
provides. The two most common architectures known 
today are the TCP/IP protocol suite and the OSI (Open  
Systems Interconnection) model. The TCP/IP protocol 
suite is a working model (currently used on the Internet),  
while the OSI model (originally designed to be a working 
model) has been relegated to a theoretical model. You 
will learn about these two architectures in more detail 
throughout the rest of this section. But first you should 
know a bit more about the components of a network 
and how a network architecture helps organize those 
components.

Consider that a typical computer network within a busi-
ness contains the following components that must inter -
act in various ways:

❯� Wires

❯� Printed circuit boards

❯� Wiring connectors and jacks

❯� Computers

❯� Centrally located wiring concentrators

❯� Storage drives

❯� Computer applications such as word processors, 
email programs, and software for accounting,  
marketing, and ecommerce

❯� Computer software that supports the transfer of 
data, checks for errors when the data is transferred, 
allows access to the network, and protects user 
transactions from unauthorized viewing

This large number of network components and their 
possible interactions inspires two questions. First, how 
do all these pieces work together harmoniously? You 
do not want two pieces performing the same function, 
or no pieces performing a necessary function. Like the 
elements of a well-oiled machine, all components of a 

computer network must work together to produce a 
product.

Second, does the choice of one piece depend on the 
choice of another piece? To make the pieces as modular 
as possible, you do not want the selection of one piece 
to constrain the options for another piece. For exam-
ple, if you create a network and originally plan to use 
one type of wiring but later change your mind and use 
a different type of wiring, will that decision affect your 
choice of word processor? Such an interaction would 
seem highly unlikely. In contrast, can the choice of wir -
ing affect the options for the protocol that checks for 
errors in the data sent over the wires? The answer to 
this question is not as obvious.

To keep the pieces of a computer network work-
ing together harmoniously, and to allow modularity 
between the pieces, national and international orga-
nizations developed network architectures, which are 
cohesive layers of protocols defining a set of commu-
nication services. Consider the following noncomputer 
example. Most organizations that produce some type of 
product or perform a service have a division of labor. 
Office assistants do the administrative work, accoun-
tants keep the books, laborers perform manual duties, 
scientists design products, engineers test the products, 
and managers control operations. Rarely is one person 
capable of performing all these duties. Large software 
applications operate the same way. Different procedures 
perform different tasks, and the whole system would 
not function without the proper operation of each of its 
parts. Computer network applications are no exception. 
As the size of the applications grows, the need for a divi-
sion of labor becomes increasingly important. Computer 
network applications also have a similar delineation 
of job functions. This delineation is the network archi-
tecture. Now you’re ready to examine the two network 
architectures or models in more detail: the TCP/IP pro-
tocol suite, followed by the OSI model.

The TCP/IP Protocol Suite
The TCP/IP protocol suite was created by a group of 
computer scientists to support a new type of network 
(the ARPANET) being installed across the United States 
in the 1960s and 1970s. The goal was to create an open 
architecture that would allow virtually all networks to 
inter-communicate. The design was based on several 
layers in which the user would connect at the upper -
most layer and would be isolated from the details of the 
electrical signals found at the lowest layer.
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15Section 1-4: Network Architectures

The number of layers in the suite is not static. In fact, 
some books present the TCP/IP protocol suite as four 
layers, while others present it as five. Even then, differ -
ent sources use different names for each of the layers. 
This textbook defines five layers, as shown in Figure 1-12: 
application, transport, network, data link, and physical. 

Note that the layers do not specify precise protocols 
or exact services. In other words, the TCP/IP protocol 
suite does not tell you, for example, what kind of wire or 
what kind of connector to use to connect the devices of 
a network. That choice is left to the designer or imple-
menter of the system. Instead, the suite simply says that 
if you specify a type of wire or a specific connector, you 
do that in a particular layer. In addition, each layer of 
the TCP/IP protocol suite provides a service for the next 
layer. For example, the transport layer makes sure the 
data received at the very end of a transmission is exactly 
the same as the data originally transmitted, but it relies 
upon the network layer to find the best path for the data 
to take from one point to the next within the network. 
With each layer performing its designated function, the 
layers work together to allow an application to send its 
data over a network of computers.

Application

Transport

Physical

Network

Data link

Figure 1-12� The five layers of the TCP/IP protocol suite

A common network application is email. An email com-
munication that sends and accepts the message, “Blake, 
how about lunch? Najma,” has many steps. Let’s look at a 
simple analogy, as illustrated in Figure 1-13, to understand 
how the layers of the TCP/IP protocol suite work together 
to support this email message. Think of each layer of the 
TCP/IP suite as a worker. Each worker has its own job  
function, and Figure 1-13 shows how these workers coop -
erate to create a single package for transmission. Using 
the TCP/IP protocol suite, the steps might look like the 
following: 

❯� The email “application worker” prompts the user to 
enter a message and specify an intended receiver. The 
application worker would create the appropriate data 
package with message contents and addresses, and 
send it to a “transport worker,” who is responsible for 
providing overall transport integrity. 

❯� The transport worker might establish a connection  
with the intended receiver, monitor the flow 
between sender and receiver, and perform the  
necessary operations to recover lost data in case 
some data disappears or becomes unreadable.

❯� The network worker would then take the data  
package from the transport worker and might add 
routing information so that the data package can 
find its way through the network. 

❯� Next to get the data package would be the data link 
worker, who would insert error-checking informa-
tion and prepare the data package for transmission. 

❯� Finally, the physical worker would transmit the data 
package over some form of wire or through the air 
using radio waves.

User

Message

Application
worker

Transport
worker

Message
with

transport
information

Network
worker

  Message
with

transport
information and
network address Data link

worker

Message with
transport

information,
network address,

and error-
checking data

Physical
worker

10110111...

Figure 1-13� Several kinds of workers perform their job duties at each layer in the model
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16 Chapter 1 Introduction to Data Communications and Computer Networks

between the endpoints of a network connection. In 
other words, these layers perform their operations only  
at the beginning point and ending point of the network  
connection. The remaining three layers of the TCP/IP  
protocol suite—the network, data link, and physical 
layers—are not end-to-end layers. They perform their  
operations at each node (or device) along the network 
path, not just at the endpoints.

Network Layer

TCP/IP’s network layer, sometimes called the Internet 
layer or IP layer, is used to transfer data within and 
between networks. IP (Internet Protocol) is the software 
that prepares a packet of data so that it can move from 
one network to another on the Internet or within a set 
of corporate networks. As this layer sends the packet 
from node to node, it generates the network addressing 
necessary for the system to recognize the next intended 
receiver. IPv4 (version 4) uses a 32-bit IP address, while 
IPv6 uses a 128-bit IP address. To choose a path through 
the network, the network layer determines routing infor -
mation and applies it to each packet or group of packets.

Data Link Layer

The next lower layer of the TCP/IP protocol suite is 
the data link layer, which is also sometimes referred to  
as the network access layer or the link layer. Where 
the network layer deals with passing packets across  
the Internet, the data link layer is the layer that gets the 
data from the user workstation to the router connected 
to the Internet. In most cases, the connection that gets 
the data from the user workstation to the Internet is a 
LAN. Thus, the data link layer prepares a frame, or data 
packet, for transmission from the user workstation to 
a router sitting between the LAN and the Internet. This 
frame contains an identifier that signals the beginning 
and end of the frame, as well as spaces for control infor -
mation and address information. In addition, the data 
link layer can incorporate some form of error detection 
software. If an error occurs during transmission, the 
data link layer is responsible for error control, which it 
does by informing the sender of the error. The data link 
layer might also perform flow control. In a large network 
where the data hops from node to node as it makes its 
way across the network, flow control ensures that one 
node does not overwhelm the next node with too much 
data. Note that these data link operations are quite 
similar to some of the transport layer operations. The 
primary difference is that the transport layer performs 
its operations only at the endpoints, while the data link 

Application Layer

Now that you understand the big picture, let’s examine 
each layer in more detail. The top layer of the TCP/IP  
protocol suite, the application layer, supports appli-
cations and might in some cases include additional  
services such as encryption or compression. Note that 
user applications, such as a browser or word process -
ing application, don’t reside in the application layer 
themselves. These applications rely directly on support 
provided by protocols that function within the applica-
tion layer. The TCP/IP application layer includes several  
frequently used protocols:

❯� HTTP (Hypertext Transfer Protocol) allows web 
browsers and servers to send and receive web pages.

❯� SMTP (Simple Mail Transfer Protocol) allows users 
to send and receive email.

❯� FTP (File Transfer Protocol) transfers files from one 
computer system to another.

❯� SSH (Secure Shell) allows a remote user to securely 
log in to another computer system.

❯� SNMP (Simple Network Management Protocol)  
allows the numerous elements within a computer 
network to be managed from a single point.

Transport Layer

The TCP/IP transport layer commonly uses TCP (Trans-
mission Control Protocol) to maintain an error-free end-
to-end connection. To maintain this connection, TCP 
includes error control information in case one packet 
from a sequence of packets does not arrive at the final 
destination, and packet sequencing information so that 
all the packets can be sorted into the proper order as 
they’re received. The transport layer performs end-
to-end error control and end-to-end flow control, which 
ensures that the rate of transmitted packets does not 
overwhelm the device at the receiving end. This means 
the transport layer is not in use while the data packet 
is hopping from point to point within the network—it is 
used only at the two endpoints of the connection. 

TCP is not the only possible protocol found at the TCP/IP 
transport layer. UDP (User Datagram Protocol) is an alter -
native also used, though less frequently, in the TCP/IP  
protocol suite. UDP does not provide the same kind of 
error control that TCP does and is most often used with 
streaming data, such as music or videos.

The two layers described so far are called end-to-end 
layers. They are responsible for the data transmitted 
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17Section 1-4: Network Architectures

layer performs its operations at every stop (node) along 
the path. This is also the last layer before the data is 
handed off for transmission across the medium.

both this architecture and the OSI model. Many books 
and articles, when describing a product or a protocol,  
often refer to the OSI model with a statement such as, 
“This product is compliant with OSI layer x.” If you do 
not become familiar with the various layers of the OSI 
model and the TCP/IP protocol suite, you will struggle to 
understand more advanced concepts in the future.

The OSI model defines seven layers, as shown in  
Figure 1-14. Note further the relationship between the 
five layers of the TCP/IP protocol suite and the seven 
layers of the OSI model. As you examine descriptions of 
each of the OSI layers next, consider how their functions 
compare to the corresponding TCP/IP layer: 

❯� The top layer in the OSI model is the application  
layer, which provides protocols to support applica-
tions using the network. Notice again that these pro-
tocols provide a support function—they are not the 
applications themselves, which do not reside on the 
network model. This OSI layer is similar to the appli-
cation layer in the TCP/IP protocol suite. 

❯� The next layer in the OSI model, the presentation 
layer, performs a series of miscellaneous functions 
necessary for presenting the data package properly 
to the sender or receiver. For example, the pre-
sentation layer might perform ASCII-to-non-ASCII 
character conversions, encryption and decryption 
of secure documents, and the compression of data 
into smaller units. There is no separate presentation 
layer in the TCP/IP protocol suite, as these functions 
are wrapped into the TCP/IP application layer.

❯� The session layer is another layer that does not 
exist separately in the TCP/IP protocol suite and 
is responsible for establishing sessions between 
users. It also can support token management, a 
service that controls which user’s computer talks 
during the current session by passing a software 

All Things Considered

Thought Experiment

If the data link layer provides error checking and 
the transport layer provides error checking, isn’t this 
redundant? Why or why not? Explain your answer.

OSI model TCP/IP protocol suite

Application

Transport

Network

Data link

Physical

Application

Presentation

Session

Transport

Network

Data Link

Physical

Figure 1-14� The seven layers of the OSI model  
compared to the five layers of the TCP/IP protocol suite

Physical Layer

The bottom-most layer in the TCP/IP protocol suite 
(according to the layers as defined in this discussion) 
is the physical layer. The physical layer  is where the 
actual transmission of data occurs. As noted earlier, this 
transmission can be over a physical wire, or it can be 
a radio signal transmitted through the air. To perform 
this transmission of bits, the physical layer handles 
voltage levels, plug and connector dimensions, pin con-
figurations, and other electrical and mechanical issues.  
Furthermore, because the digital or analog data is 
encoded or modulated onto a digital or analog signal at 
this point in the process, the physical layer also deter -
mines the encoding or modulation technique to be used 
in the network. Note that some people combine the data 
link layer and physical layer into one layer.

Having distinctly defined layers enables you to “pull out” 
a technology used at one layer and insert an equivalent 
technology into that layer without affecting the other 
layers. For example, assume a network was designed for  
copper-based wire. Later, the system owners decide to 
replace the copper-based wire with fiber-optic cable. 
Even though a change is being made at the physical layer, 
it should not be necessary to make any changes at any 
other layers. In reality, however, a few relationships exist 
between the layers of a communication system that cannot  
be ignored. For example, if the physical organization of a 
LAN is changed (say from a wired network to a wireless net-
work), it is likely that the frame description at the data link 
layer also will need to be changed. (You will examine this  
phenomenon in Chapter 4.) The TCP/IP protocol suite rec-
ognizes these relationships and merges many of the ser -
vices of the physical and data link layers into one layer. 

The OSI Model
Although the TCP/IP protocol suite is the model of choice 
for almost all installed networks, it is important to study 
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18 Chapter 1 Introduction to Data Communications and Computer Networks

and data link layers. No data flows over these dashed 
lines. Each dashed line indicates a logical connec-
tion. A logical connection is a nonphysical connection 
between sender and receiver that allows an exchange of 
commands and responses. The sender’s and receiver’s 
transport layers, for example, share a set of commands 
used to perform transport-type functions, but the actual 
information or data must be passed through the lower 
layers of the sender and receiver, as there is no direct 
connection between the two transport layers. Without 
a logical connection, the sender and receiver would 
not be able to coordinate their functions. The physical  
connection is the only direct connection between 
sender and receiver, and is at the physical layer, where 
actual 1s and 0s—the digital content of the message—
are transmitted over wires or airwaves.

For an example of logical and physical connections, 
consider what happens when you want to buy a house. 
Typically, you won’t call homeowners directly. You’ll 
first contact a real estate agent, who will show you 
several houses. Once you pick your favorite, you still 
won’t communicate directly with the homeowner—
your real estate agent will call the homeowner’s agent. 
To negotiate the sales price, you and the homeowner 
will communicate through your respective agents as 
representatives of the best interests for each party.  
Figure 1-16 shows how this communication relies on 
layers of people and technology to send messages back 
and forth during the negotiation.

Note that the data did not flow directly between you 
and the homeowner; nor are the real estate agents 
likely to see each other face-to-face for the majority of 
these communications. Instead, the data had to flow 
down to the physical layer (in this case, the agents’ 
smartphones) and then back up the other side. At 
each layer in the process, information that might be 
useful to the “peer” layer on the other side was added 

token back and forth. Additionally, the session 
layer establishes synchronization points, which are 
backup points used in case of errors or failures. For 
example, while transmitting a large document such 
as an ebook, the session layer might insert a syn-
chronization point at the end of each chapter. If an 
error occurs during transmission, both sender and 
receiver can back up to the last synchronization 
point (to the beginning of a previously transmitted 
chapter) and start retransmission from there. Many 
network applications do not include a specific ses-
sion layer and do not use tokens to manage a con-
versation. If they do, the “token” is inserted by the 
application layer, or possibly the transport layer, 
instead of the session layer. Likewise, if network 
applications use synchronization points, these 
points often are inserted by the application layer.

❯� The fourth layer in the OSI model, the transport 
layer, operates in the same way as the transport 
layer of the TCP/IP protocol suite. It ensures that the 
data packet arriving at the final destination is identi-
cal to the data packet that left the originating station.

❯� The network layer of the OSI model is similar to the 
network layer of the TCP/IP protocol suite and is 
responsible for getting the data packets from router 
to router through the network. 

❯� The data link layer, similar to TCP/IP’s data link layer, 
is responsible for taking data from the network layer 
and transforming it into a frame. It also handles 
addressing between devices within a LAN.

❯� The bottom layer in the OSI model—the physical  
layer—handles the transmission of bits over a  
communications channel. This layer is essentially 
identical to the physical layer of the TCP/IP  
protocol suite.

Logical and Physical 
Connections
An important concept to understand with regard to the 
layers of a communication model is the lines of com-
munication between a sender and a receiver. Consider 
Figure 1-15, which shows the sender and receiver using 
a network application designed on the TCP/IP protocol 
suite.

Notice the dashed lines between the sender’s and receiv-
er’s application layers, transport layers, network layers, 

Application

Transport

Network

Data link

Physical

Receiver

Application

Transport

Network

Data link

Physical

Sender
Physical

connection

Logical
connections

Figure 1-15� Sender and receiver communicating 
using the TCP/IP protocol suite
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19Section 1-4: Network Architectures

with end-to-end error control and end-to-end flow con-
trol, and it provides the transport-layer address of the 
receiving application on the web server (which likely is 
running several applications, and so each application 
has its own address called a port).

The enlarged packet is now sent to the network layer, 
where IP adds its header. The information contained 
within the IP header assists the IP software on the 
receiving end, and it assists the IP software at each 
intermediate node (router) during the data’s progress 
through the Internet. This assistance includes providing 
the Internet address of the web server that contains the 
requested web page.

The packet is now given to the data link layer. Because 
the user’s computer is connected to a LAN, the appro-
priate LAN headers are added. Note that sometimes, 
in addition to headers, control information is added to 
the end of the data packet as a trailer. One of the most 
important pieces of information included in the data 
link header is the address of the device (the router) that 
connects the LAN to the Internet.

Eventually, the binary 1s and 0s of the data packet are 
transmitted across the user’s LAN via the physical 
layer, where they encounter a router. The router serves 
as the gateway to the Internet. The router removes the 
data link header and trailer. The information in the IP 
header is examined, and the router determines that the 
data packet must go out to the Internet. New data link 
header information, which is necessary for the data 
packet to traverse the Internet to the next router, is 
applied, and the binary 1s and 0s of the data packet are 
placed onto the WAN connection.

As the data packet moves across the Internet, it will 
eventually arrive at the router connected to the LAN 
that contains the desired web server. This remote 
router removes the WAN information, sees that the 
packet must be placed on its LAN, and inserts the LAN 
header and trailer information. The packet is placed 
onto the LAN; using the address information in the data 
link header, it travels to the computer holding the web 
server application. As the data packet moves up the 
layers of the web server’s computer, the data link, IP, 
and TCP headers are removed. The web server appli-
cation receives the Get web page command, retrieves 
the requested web page, and creates a new data packet 
with the requested information. This new data packet 
now moves down the layers and back through the rout-
ers to the user’s network and workstation. Finally, the 
web page is displayed on the user’s monitor.

(such as information about the house’s address or 
information about the other agent’s phone number). 
While this example illustrates the concept of layered 
communications, it is a bit overly simplified. There-
fore, let’s examine a more realistic example in which a 
person using a web browser requests a web page from 
somewhere on the Internet. 

Home buyer

Smartphone

Real estate agent

Home owner

Smartphone

Real estate agent

Figure 1-16� Flow of data through the layers of 
bureaucracy

All Things Considered

Thought Experiment

Recall a job you have had or still have. Was a chain of 
command in place for getting tasks done? If so, draw 
that chain of command on paper or using a drawing 
app. How does this chain of command compare to 
either the OSI model or the TCP/IP protocol suite?

The TCP/IP Protocol Suite in 
Action
A more detailed and more challenging example of a request 
for a service moving through the layers of a communica-
tions model will help make the involved concepts clearer. 
Consider Figure 1-17, in which a user browsing the Internet 
on a personal computer requests a web page to be down-
loaded and then displayed on their screen.

Beginning in the upper-left corner of the figure, the 
process is initiated when the user clicks a link on the 
current web page. In response, the browser software 
(the application) creates a Get web page command 
that is given to the browser’s transport layer, TCP. 
TCP adds a variety of header information to be used 
by the TCP software on the receiving end. Added to 
the front of the packet, this information will be used to 
control the transfer of data. This information assists 
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20 Chapter 1 Introduction to Data Communications and Computer Networks

It is interesting to note that, as a packet of data flows down 
through a model and passes through each layer of the sys-
tem, the data packet grows in size. This growth is attribut-
able to the fact that each layer adds more information to 
the original data. Some of this layer-added information is 
needed by the nodes in the data packet’s path, and some is 
required by the data packet’s final destination. This infor -
mation aids in providing services such as error detection, 

Details    �The Internet’s Request for Comment (RFC)

Network models, like communications protocols, com-
puter hardware, and application software, continue to 
evolve daily. The TCP/IP protocol suite is a good example 
of a large set of protocols and standards constantly being 

revised and improved. An Internet standard is a tested 
specification that is both useful and adhered to by users 
who work with the Internet. Consider the path a proposal 
must follow on the way to becoming an Internet standard.
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Figure 1-17� Path of a web page request as it flows from browser to Internet web server and back

error control, flow control, and network addressing. The 
addition of control information to a packet as it moves 
through the layers is called encapsulation. Note also that, 
as the packet moves up through the layers, the data packet 
shrinks in size as each layer removes the header it needs 
to perform its job. Once the job is complete, the header 
information is discarded and the smaller packet is handed 
to the next highest layer.

04406_ch01_ptg01_001-036.indd   20 12/31/21   4:11 PM

Copyright 2023 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



21Section 1-4: Network Architectures

All Internet standards start as an Internet draft, which is a pre-
liminary work in progress. One or more internal Internet com-
mittees work on a draft, improving it until it is in an acceptable 
form. When Internet authorities feel the draft is ready for the 
public, it is published as an RFC (Request for Comment), a 
document open to all interested parties. The RFC is assigned 
a number, and it enters its first phase: proposed standard. A 
proposed standard is a proposal that is stable, of interest to 
the Internet community, and fairly well understood. The spec-
ification is tested and implemented by different groups, and 
the results are published. If the proposal passes at least two 
independent and interoperable implementations, the pro-
posed standard is elevated to draft standard. If, after feedback 
from test implementations is considered, the draft standard 
experiences no further problems, the proposal is finally ele-
vated to Internet standard.

If, however, the proposed standard is deemed inappropriate  
at any point along the way, it becomes an historic RFC and 
is kept for historical perspective. (Internet standards that 
are replaced or superseded also become historic.) An RFC 
also can be categorized as experimental or informational. In 
these cases, the RFC in question probably was not meant to 
be an Internet standard, but it was created either for experi-
mental reasons or to provide information. Figure 1-18 shows 
the levels of progression for an RFC.

It is possible to obtain a printed listing of each RFC. See the 
IETF’s (Internet Engineering Task Force) website at ietf.org/
rfc/ for the best way to access RFCs.

The Internet is managed by the work of several committees, 
as described next: 

❯� The topmost committee is the ISOC (Internet Society). 
ISOC is a nonprofit, international committee that pro-
vides support for the entire Internet standards-making 
process. 

❯� Associated with ISOC is the IAB (Internet Architecture 
Board), which is the technical advisor to ISOC. Under 
the IAB are two major committees:

� �The IETF (Internet Engineering Task Force) man-
ages the working groups that create and support 
functions such as Internet protocols, security, user 
services, operations, routing, and network  
management. 

� �The IRTF (Internet Research Task Force) manages the 
working groups that focus on the long-range goals 
of the Internet, such as architecture, technology, 
applications, and protocols.

Internet committees are not the only groups that create pro-
tocols or approve standards for computer networks, data 
communications, and telecommunications. Another organi-
zation that creates and approves network standards is the 

ISO (International Organization for Standardization) , 
which is a multinational group composed of volunteers from 
the standards-making committees of various governments 
throughout the world. ISO is involved in developing stan-
dards in the field of information technology and created the 
OSI (Open Systems Interconnection) model for a network 
architecture.

Defeated
standard

Defeated
standard

Internet standard

Historic

Internet draft

Proposed standard

Draft standard

Figure 1-18� Levels of progression as an RFC moves 
toward becoming a standard

Note
The shortened name for the International Organiza-
tion for Standardization, ISO, is derived from a Greek 
word meaning equal and is not an acronym of the 
longer name.

Other standards-making organizations include the following:

❯� ANSI (American National Standards Institute) —A 
private, nonprofit organization not associated with 
the U.S. government, ANSI strives to support the U.S. 
economy and protect the interests of the public by 
encouraging the adoption of various standards.

❯� ITU-T (International Telecommunication Union-Tele-
communication Standardization Sector)—For -
merly the Consultative Committee on International  
Telegraphy and Telephony (CCITT), ITU-T is devoted 
to the research and creation of standards for tele-
communications in general, and telephone and data  
systems in particular.
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22 Chapter 1 Introduction to Data Communications and Computer Networks

10.	 A rat chews through a cable connecting two 
switches on your network. What layer of the OSI 
model has been compromised? 

a.	 Application

b.	 Transport

c.	 Network

d.	 Physical

Check your answers at the end of this chapter.

Section 1-5: Cloud 
Computing
Throughout this course, you’ll learn about cloud comput-
ing systems in the context of networking and data com-
munications. While cloud computing is a relatively recent 
technological innovation, it’s touching nearly every area of 
IT and, in many ways, revolutionizing the way datacenters 
and networks function. Why is this the case? Essentially, 
cloud computing provides a new way of running a compa-
ny’s IT resources. Cloud computing relies on the abstrac-
tion of compute, network, security, and storage functions 
away from the underlying physical hardware in ways that 
give network admins and other IT professionals almost 
unlimited resources at affordable prices. Let’s start to 
break this concept down into bite-size pieces so you can 
see the significance of what cloud computing offers.

Cloud Computing 
Characteristics

Remember this…
❯� Networks rely on a modular design based on vari-
ous levels of functionality so that changes can be 
made at one layer without greatly affecting any 
other layer.

❯� The TCP/IP protocol suite defines four or five  
layers, the names of which can vary depending on 
the source. This text labels five layers: application, 
transport, network, data link, and physical.

❯� The OSI model defines seven layers: application, 
presentation, session, transport, network, data link, 
and physical.

❯� A logical connection identifies a conversation 
between the sender and receiver at each layer of 
communication, while a physical connection shows 
a direct connection between sender and receiver 
at the layer where actual 1s and 0s are transmitted 
over wires or airwaves.

❯� A message moves up and down the TCP/IP layers 
as it interacts with each protocol to carry informa-
tion from one hop to the next across one or more 
networks.

Self-check
8.	 Which of these protocols do network admins 

use to help them identify problems on a 
network?

a.	 HTTP

b.	 SMTP

c.	 FTP

d.	 SNMP

9.	 Which OSI layer provides address information 
for a message to travel from a workstation to a 
router? 

a.	 Physical

b.	 Data link

c.	 Network

d.	 Transport

Cloud Essentials+ Exam Tip
This section discusses cloud characteristics, which is 
required by 

•• Part of Objective 1.1: Explain cloud principles.

•• Part of Objective 1.4: Summarize important 
aspects of cloud design.

•• Part of Objective 2.4: Identify the bene�ts or  
solutions of utilizing cloud services.

❯� IEEE (Institute of Electrical and Electronics  
Engineers)—The largest professional engineering 
society in the world, IEEE strives to promote the 
standardization of the fields of electrical engineering, 

electronics, and radio. Of particular interest is the 
work IEEE has performed on standardizing local area 
networks.
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23Section 1-5: Cloud Computing

advertising campaign. With traditional computing, 
you would have to purchase additional servers 
many months ahead of time, and then spend hours 
installing and configuring the servers in preparation 
for a temporary traffic spike. After the campaign, 
the servers would no longer be needed, thereby 
wasting a lot of money. Elastic cloud resources can 
be temporarily increased only for the few days you 
need them, and then decreased as the traffic  
volume declines.

❯� Pay-as-you-go means the customer only pays for 
the resources they use. For example, when the 
customer no longer needs extra servers to handle 
increased traffic from the weekend advertising 
campaign, those extra servers are terminated and 
no longer accrue charges. The cloud customer 
does not have to pay for resources they’re not 
using. 

❯� Self-service resources can be increased, decreased, 
or otherwise altered by the customer without hav-
ing to involve the cloud service provider. In many 
cases, the customer can configure these processes 
to happen automatically.

❯� Broad network access refers to a customer’s  
ability to access and configure cloud resources 
from any Internet-connected computer. In other 
words, a technician or administrator does not 
have to be onsite at the cloud datacenter to make 
changes to their company’s cloud resources. A 
company’s IT team can access and control their 
cloud resources from home, from the company’s 
own location, or from anywhere else where they 
have Internet access.

To begin, you need a solid understanding of what  
characteristics define cloud computing and distinguish 
these technologies from more traditional options. NIST 
(National Institute of Standards and Technology) and 
similar organizations refer to the following characteris-
tics to differentiate cloud computing from other types of 
IT resources:

❯� Scalability refers to the ability of resources to be 
adjusted over time in response to changing needs. 
Scalable resources can be increased or decreased 
either vertically or horizontally. For example, sup-
pose a new doctor’s office buys one server to hold 
their patient database. As their customer base 
grows, the database will continue to increase in 
size. Figure 1-19 illustrates two options for how to 
handle the growing demand. Vertical scaling would 
add more resources to the server, such as storage 
and memory, to increase its capacity, while hori-
zontal scaling would add more servers to help host 
the database. With physical servers, this scaling 
up or scaling out is time-consuming and costly; 
cloud services are designed with scalability as a 
primary feature that can be performed quickly and 
even automatically, with little to no interruption in 
service. 

❯� Elasticity means that resources can be increased or 
decreased quickly in response to changing needs, 
and in many cases, these shifts can be configured 
to occur automatically. Suppose you anticipate a 
huge increase in website traffic during a weekend 

Scale up

Scale out

Figure 1-19� Resources can be scaled vertically by 
increasing an existing resource’s capacity or horizon-
tally by increasing the number of resources available

Note
Access to a customer’s cloud console can be restricted 
to one or more specific locations based on IP address. 
However, this is a security measure, not a limitation of 
cloud capabilities.

❯� Availability refers to a cloud resource’s ability 
to withstand losses or outages while minimizing 
disruption of service. High availability (HA) is the 
expectation that a service will be accessible for 
a certain percentage of time over the course of a 
year or a month and is usually listed by the number 
of 9s, such as 99.9% (“three nines”) or 99.9999% 
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24 Chapter 1 Introduction to Data Communications and Computer Networks

Note
Various cloud services and ISPs offer three nines, four nines, five nines, or better availability, depending on what’s 
defined in their SLAs (Service-Level Agreements) , which is a legally binding contract or part of a contract that defines 
certain aspects of a service. When shopping for cloud services, examine the SLA carefully so you’ll know what parts of a 
service are guaranteed to be available. 

However, be aware there’s a difference between availability (the ability to access a resource) and durability  (the 
resource’s ongoing existence). For example, AWS lists its storage service, S3, at 99.999999999% durability (that’s 11 
nines!), but S3’s availability is 99.99% for its Standard storage class. Why the discrepancy? 

That 11 nines durability means you could store 10,000,000 objects in S3 and expect to lose one of those objects every 
10,000 years on average (okay, not bad). This is because S3 stores each object on multiple devices in multiple, physical 
datacenters. The four nines availability means that, each year on average, there should only be 52.6 minutes when you 
can’t get to your objects in S3—this is also pretty good, considering you can relax in knowing that your stored data isn’t 
lost during that 52 minutes, even if you can’t get to it for a bit.

Similar terms include reliability , which refers to how well a resource functions without errors, and resiliency , which 
refers to a resource’s ability to recover from errors even if it becomes unavailable during the outage. 

Cloud Service Models cloud environment. SaaS solutions tend to be highly 
scalable and require little to no understanding of  
the underlying architecture. SaaS applications also 
can be accessed from almost any kind of computer  
or mobile device. If you’ve used Google Docs or  
Dropbox, you’ve used SaaS. These cloud-based 
applications offer some level of configurability for 
the user or the administrator but provide no access 
to the underlying hardware, software, or virtualized 
resources supporting the application.

❯� PaaS (Platform-as-a-Service), pronounced pass, 
requires more technical skill and often serves 
professional or hobbyist application developers 
or website developers. PaaS allows some under -
lying configurability, but developers can mostly 
focus on their development work without having 
to devote time to managing a network infrastruc-
ture. Imagine if you could develop an application 
without having to manage and update a server’s 
operating system. This is one of the primary 
advantages of PaaS.

Cloud Essentials+ Exam Tip
This section discusses cloud service models, which is 
required by 

•• Part of Objective 1.1: Explain cloud principles.

Now that you’ve read about the characteristics that 
are common to all cloud deployments, you’re ready 
to learn about ways to differentiate various types of 
cloud services. You can think about each cloud ser -
vice as a building block where you select the types of 
blocks that you need for your structure and connect 
them to work together. It helps to first think about 
these services in high-level categories, as described 
next:

❯� SaaS (Software-as-a-Service), pronounced sass, is 
the type of cloud service most users are familiar with 
and provides access to an application that runs in the 

(“six nines”). For example, if a service is down 
for less than 5.26 minutes per year, that service 
is said to have 99.999%, or five nines, availability. 
HA is achieved by providing redundancy within a 
system, which means that single points of failure 

(SPOFs), such as a network connection or a server, 
are duplicated. If one of these resources goes 
down, the other can take over and keep the system 
functioning.
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25Section 1-5: Cloud Computing

The progression of these categories reveals the fact that 
cloud customers and cloud providers each take part of 
the responsibility for managing and configuring cloud 
resources. As you can see in Figure 1-22, the placement 
of that dividing line determining who is responsible for 
what varies with the type of cloud service. In fact, this is 
one of the points that must be carefully studied and under -
stood by cloud professionals for each service they use. It’s 
important for cloud customers to know and consider what 
kinds of management tasks they must perform on their 
cloud services, what security precautions they must take, 
and what kinds of customization changes they can make. 
This reality is complicated by the fact that each cloud  
service provider handles the division of labor a little differ -
ently. For this reason, cloud professionals often specialize 
in one or a handful of cloud providers and service types.

❯� IaaS (Infrastructure-as-a-Service), pronounced i-as, 
requires the most technical skill for configuring 
cloud resources. While the customer cannot access 
the underlying hardware, IaaS allows the cloud cus-
tomer to perform deep configurations to the cloud 
environment where they can most closely replicate  
a physical datacenter in the cloud, complete 
with virtual servers, firewalls, routers, and load 
balancers. 

Notice that each of these categories varies on the type 
of person who would use a solution from that category. 
Figure 1-20 shows how each of these service models 
varies in the type of user the service is targeted to, and 
Figure 1-21 shows the different levels of technical skill 
required for each service model.

SaaS Users

Application developers

Network architects

PaaS

IaaS

Figure 1-20� SaaS services are more immediately acces-
sible to a wide market of users than other categories of 
cloud services

Email, social media, online games, CRMSaaS

PaaS

IaaS

Web-hosted databases, web servers

Cloud storage, web-hosted VMs

Figure 1-21� IaaS customers must understand more 
about configuring their cloud infrastructure—and they have 
more control—than do SaaS customers
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In this chapter, you’ve laid a solid foundation of termi-
nology and basic networking concepts to serve as the 
launching point for the remainder of this book. 

Remember this…
❯� Cloud computing relies on the abstraction of com-
pute, network, security, and storage functions away 
from the underlying physical hardware in ways that 
give network admins and other IT professionals 
almost unlimited resources at affordable prices.

❯� Characteristics that differentiate cloud computing 
from other types of IT resources include built-in 
scalability and availability, elastic resources,  
pay-as-you-go and self-service services, and broad 
network access.

❯� The three primary cloud service models  
are SaaS (Software-as-a-Service), PaaS (Platform-as-
a-Service), and IaaS  
(Infrastructure-as-a-Service), which differ by how 
much access the cloud customer has to configure 
the underlying virtual infrastructure and by how 
much cloud management technical skill is required.

❯� It’s important for cloud customers to know and  
consider what kinds of management tasks they 
must perform on their cloud services, what security 
precautions they must take, and what kinds of  
customization changes they can make.

Self-check
11.	 When schools suddenly closed and classes 

were held over the Internet instead, your com-
pany’s video conferencing software suddenly 
needed to host five times more traffic than 
usual. What feature of your cloud-hosted web 
app allowed your service to automatically adapt 
to the changing demand?

a.	 Accessibility

b.	 Elasticity

c.	 Self-service

d.	 Broad network access

12.	 What kind of cloud service model is web-based 
email? 

a.	 SaaS

b.	 PaaS

c.	 IaaS

d.	 XaaS

Check your answers at the end of this chapter.

Cloud Service Models
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Figure 1-22� At each progressive level of these cloud service models, the  
vendor takes over more computing responsibility for the organization
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27Summary

Section 1-1: The Language of Computer Networking

❯� Networks are often categorized according to their size 
and the types of devices connected to them.

❯� The study of data communications includes digital 
and analog signals that can be transmitted over con-
ducted or wireless (radiated) media.

❯� Cloud computing typically relies on the Internet 
in some way for access to resources at a remote 
location.

Section 1-2: The Big Picture of Networks

❯� LANs connect devices to each other using switches 
and connect to other networks using routers.

❯� WANs connect networks to each other using routing 
devices and are organized into groups of nodes called 
subnetworks.

❯� Specialized hardware and software are required for a 
workstation to communicate over a network such as 
the Internet.

❯� Addressing information is used to route information 
across a network.

Section 1-3: Common Network Examples

❯� Many kinds of networks exist, depending on the  
connection technologies used, the types of  
communications the network supports, and the  
kinds of devices connected to the network.

❯� A client/server system provides client computers with 
a variety of services, such as a database, a web page, 
email, files, or printing.

❯� Protocols define the rules used by devices to commu-
nicate with each other over a network.

❯� Routers and switches can be used to connect devices 
across multiple LANs or segment traffic for security or 
traffic management purposes.

❯� Smartphones often rely on cellular networks to 
connect to the Internet and to provide calling and 
texting services.

❯� Other kinds of networks include sensor networks, 
wireless networks that use satellite technologies, and 
cloud networks that rely on virtualization.

Section 1-4: Network Architectures

❯� Networks rely on a modular design based on various 
levels of functionality so that changes can be made at 
one layer without greatly affecting any other layer.

❯� The TCP/IP protocol suite defines four or five layers, 
the names of which can vary depending on the source. 
This text labels five layers: application, transport, net-
work, data link, and physical.

❯� The OSI model defines seven layers: application, pre-
sentation, session, transport, network, data link, and 
physical.

❯� A logical connection identifies a conversation between 
the sender and receiver at each layer of communi-
cation, while a physical connection shows a direct 
connection between sender and receiver at the layer 
where actual 1s and 0s are transmitted over wires or 
airwaves.

❯� A message moves up and down the TCP/IP layers as it 
interacts with each protocol to carry information from 
one hop to the next across one or more networks.

Summary
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28 Chapter 1 Introduction to Data Communications and Computer Networks

Key Terms

For definitions of key terms, see the Glossary near the end of the book.

application layer

availability

broad network access

CAN (campus area network)

client/server system

cloud

cloud computing

compression

computer network

computer terminal

data communication

data link layer

durability

elasticity

encapsulation

enterprise network

frame

FTP (File Transfer Protocol)

HA (high availability)

HTTP (Hypertext Transfer Protocol)

hybrid cloud

hypervisor

IaaS (Infrastructure-as-a-Service)

IEEE (Institute of Electrical and 
Electronics Engineers)

IoT (Internet of Things)

IP (Internet Protocol)

ISO (International Organization for 
Standardization)

LAN (local area network)

logical connection

MAN (metropolitan area network)

multiplexing

network architecture

network layer

network management

node

OSI (Open Systems Interconnec-
tion) model

PaaS (Platform-as-a-Service)

PAN (personal area network)

pay-as-you-go

physical connection

physical layer

presentation layer

private cloud

protocol

public cloud

redundancy

reliability

resiliency

router

SaaS (Software-as-a-Service)

scalability

segmentation

self-service

server

session layer

SLA (Service-Level Agreement)

SMTP (Simple Mail Transfer 
Protocol)

SNMP (Simple Network Manage-
ment Protocol)

SSH (Secure Shell)

subnetwork

switch

TCP/IP protocol suite

transport layer

virtualization

VM (virtual machine)

WAN (wide area network)

web app

wireless

workstation

XaaS (Anything as a Service)

Section 1-5: Cloud Computing

❯� Cloud computing relies on the abstraction of compute, 
network, security, and storage functions away from 
the underlying physical hardware in ways that give 
network admins and other IT professionals almost 
unlimited resources at affordable prices.

❯� Characteristics that differentiate cloud computing 
from other types of IT resources include built-in 
scalability and availability, elastic resources, pay-as-
you-go and self-service services, and broad network 
access.

❯� The three primary cloud service models are SaaS 
(Software-as-a-Service), PaaS (Platform-as-a-Service), 

and IaaS (Infrastructure-as-a-Service), which differ by 
how much access the cloud customer has to configure  
the underlying virtual infrastructure and by how much 
cloud management technical skill is required.

❯� It’s important for cloud customers to know and con-
sider what kinds of management tasks they must 
perform on their cloud services, what security precau-
tions they must take, and what kinds of customization 
changes they can make.
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29Review Questions 

1.	 You are sitting at the local coffee shop, enjoying 
your favorite latte. You pull out your laptop and, 
using the wireless network available at the coffee 
shop, access your email. Which portion of the elec-
tromagnetic spectrum is your laptop most likely 
using?

a.	 Ultraviolet waves

b.	 Visible light waves

c.	 Radio waves

d.	 X-rays

2.	 Which of the following characteristics  
distinguishes a PAN from other types of networks?

a.	 A printer is connected to the network.

b.	 The network is intended to be used by one 
person at a time.

c.	 The network supports wearable devices.

d.	 The network is small in geographical 
coverage.

3.	 When you set up a network at your home with a 
home router, a few computers, a printer, multime-
dia devices, and your smartphone, which of the  
following statements is true?

a.	 You can have several PANs, you have one 
LAN, and you probably have one WAN 
connection.

b.	 You can have several LANs, you have one 
PAN, and you probably have one WAN 
connection.

c.	 You can have several WANs, you have one 
MAN, and you probably have one LAN 
connection.

d.	 You can have several PANs, you have one 
MAN, and you probably have one LAN 
connection.

4.	 Your company’s network administrator mentions 
during a meeting that she has migrated your com-
pany’s database to a DBaaS. What can you deduce 
about the database, given just this information?

a.	 The database has been backed up.

b.	 The database is now more secure than it 
was.

c.	 The database is stored on a cloud provider’s 
servers.

d.	 The database has been archived.

5.	 When your work computer requests a web page, 
which device does the computer communicate with 
first?

a.	 Web server

b.	 Local server

c.	 Router

d.	 Switch

6.	 As you’re setting up your home network, you  
connect one desktop and two laptops to your home 
router. You then connect your home router to your 
cable modem. When you test the connection with 
your desktop, the computer can access websites 
on the Internet. What functions is your home router 
providing for your home network?

a.	 Web server and file server

b.	 Web server and router

c.	 Switch and web server

d.	 Router and switch

7.	 What computer “language” is spoken over the 
Internet?

a.	 WAN

b.	 NaaS

c.	 TCP/IP

d.	 DSL

8.	 Using a laptop computer with a wireless connection 
to your company’s LAN, you download a web page 
from the Internet. Which of the following state-
ments can you know is true, given this information?

a.	 Your web page request crossed at least two 
LANs.

b.	 Your web page request crossed exactly one 
LAN.

c.	 Your web page request was handled by 
exactly one router.

d.	 Your web page request was handled by 
exactly one switch.

9.	 Your coworker, Raul, has stored a few documents on 
his workstation that you and several others in your 
office access regularly as you’re writing emails to 
customers. What function is Raul’s computer filling?

a.	 Web server

b.	 Switch

c.	 Email server

d.	 File server

Review Questions 

04406_ch01_ptg01_001-036.indd   29 12/31/21   4:11 PM

Copyright 2023 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



30 Chapter 1 Introduction to Data Communications and Computer Networks

10.	 Your family-owned business is growing and has just 
added a few new employees. The owners decide, 
for security purposes, that the network needs to be 
segmented so that only certain people can get to 
sensitive data. Which of these changes will accom-
plish this goal most effectively?

a.	 Add a new WAN.

b.	 Divide the network into two LANs.

c.	 Divide the network into two WANs.

d.	 Add a new PAN.

11.	 As you’re riding the bus to work, you check your 
email on your smartphone. Your smartphone is using 
the cellular network to access the email server at your 
company’s datacenter. What kind of network is this?

a.	 Local area network

b.	 Personal area network

c.	 Body area network

d.	 Wide area network

12.	 Which of the following is not an example of a sensor 
network?

a.	 A doorbell sends an alert to the homeowner’s 
smartphone when movement is detected.

b.	 A security camera records some burglars 
robbing a gas station.

c.	 A robot rejects a circuit board that does not 
meet manufacturing standards.

d.	 An alarm sounds when water is detected on 
the datacenter floor.

13.	 Peggy owns a MacBook but needs to install and 
use an application that only works on the Windows 
operating system. How can she use the hardware 
she has to install and use the application?

a.	 Wipe the macOS off her MacBook and install 
Windows instead.

b.	 Spin up a macOS VM in the cloud and install 
the application on the VM.

c.	 Create a VM on the MacBook and install 
Windows and the application on the VM.

d.	 Change the hard drive on her MacBook and 
install Windows and the application on the 
new hard drive.

14.	 Which OSI layers does the TCP/IP architecture 
combine into one?

a.	 Physical and network

b.	 Network and application

c.	 Application, transport, and physical

d.	 Application, presentation, and session

15.	 Which of the following protocols functions at the 
transport layer?

a.	 HTTP

b.	 TCP

c.	 IP

d.	 SSH

16.	 Which of the following devices relies on IP addresses 
to send messages from network to network toward 
their destination?

a.	 Routers

b.	 Switches

c.	 Servers

d.	 Workstations

17.	 As you chat with a friend on social media, what 
type of connection maintains the immediacy of the 
conversation?

a.	 Physical connection

b.	 Logical connection

c.	 Network connection

d.	 Data link connection

18.	 In what part of a message on the Internet can a 
router find the destination IP address?

a.	 Data link layer header

b.	 Application layer header

c.	 Transport layer header

d.	 Network layer header

19.	 Mae sets up a database in the cloud for her new 
application, and she configures the database with 
automatic backups. The application runs on dupli-
cate servers in her local area network. The local 
area network connects to the Internet through her 
router that was supplied by her Internet service 
provider. What is the single point of failure in Mae’s 
architecture?

a.	 The database

b.	 The server

c.	 The router

d.	 The Internet

20.	 Kason creates a server in his private cloud where 
he will host his new website. Which cloud service 
model is Kason using for his VM?

a.	 SaaS

b.	 PaaS

c.	 IaaS

d.	 XaaS
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31Hands-On Project 1 

Note
To Instructors: AWS Academy offers a plethora of helpful and free resources for schools, instructors, and students. At 
the time of this writing, students can only join AWS Academy when you post an invitation link in your LMS (learning 
management system) or when you send an email invite from the AWS Academy website, which provides students 
with free credits and tools for you to help them with their work in AWS. You can allocate free credits to your students 
for every class using a Learner Lab, and it does not count against their free credits in their own accounts. Creating an 
instructor’s AWS Academy account is easy and free, and begins with a free AWS Academy application from your  
institution. Creating a Learner Lab in AWS Academy is even easier, and you can allocate free AWS credits for your  
students. For more information, visit aws.amazon.com/training/awsacademy/. If you have questions or need  
assistance, contact AWS Academy staff or email the author at jillwestauthor@gmail.com.

Hands-On Project 1 

Create a CloudWatch Alarm in AWS
Estimated time: 	45 minutes

Resources:
❯� AWS account (instructions for free accounts and free credits are included below)

❯� Internet access

❯� Context:

The Hands-on Projects in this course use the AWS (Amazon Web Services) public cloud platform. The steps below 
can help you create an AWS account if you don’t have one already. 

In this project, you’ll create a CloudWatch alarm. Often, CloudWatch alarms are used to monitor availability and 
performance of cloud resources. In this case, you’ll use CloudWatch to alert you if your cloud resources accumulate 
charges beyond a set maximum. While this shouldn’t be necessary if you follow all project steps and properly delete 
all resources after you’re finished with them, the alarm serves as a backup measure to help protect your liability. 
Note that these steps were accurate at the time of writing. You might need to do some research for updated informa-
tion as things change. Search engines such as Google and documentation websites such as AWS and YouTube can be 
very helpful.

If you’re using an AWS Academy account for this project, you’ll be able to complete most of the steps and create 
the alarm; however, the alarm will not trigger because of a permissions limitation in AWS Academy. If you’re using a  
standard AWS account, this alarm will help protect your liability for costs in AWS. Complete the following steps:

1.	 If you don’t already have an AWS account, you’ll need to create one. Choose one of the following options:

a.	 Your instructor might have an AWS Academy course for you. In this case, your instructor should send 
you an invitation email to join the course, or your instructor might post a link in your LMS (learning  
management system). Follow the steps given in the email. No credit card is required.

b.	 Alternatively, you can create a standard, free account with AWS directly. When you first create an AWS 
account, you get some Always Free services and 12 months Free Tier services that allow you to test-drive 
certain features within pre-defined limits. The AWS projects in this course can be completed within the 
limits of Free Tier services at the time of this writing, although that could change. Be sure to read and 
understand the terms and conditions of Free Tier services, which services are included, and what the 
defined limits are. To sign up, go to aws.amazon.com/free/. A credit card is required for this option.

2.	 After creating your AWS account, regardless of the approach you used, save your sign-in information in a safe 
place for future reference in later projects.
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32 Chapter 1 Introduction to Data Communications and Computer Networks

3.	 Sign into your AWS management console: 

a.	 If you’re using an AWS Academy Learner Lab, you’ll need to access your AWS management console 
through the AWS Academy website. 

b.	 If you’re using a standard AWS account, sign in directly at aws.amazon.com.

Steps 4, 5, and 6 can only be completed using a standard AWS account. If you’re using an account through AWS Acad-
emy, skip to Step 7. If you’re using a standard AWS account, make sure you’re signed in as the root user (this is the 
default) or as an IAM user with permission to view billing information, and then complete the following steps:

4.	 At the top of the console, make sure the US East (N. Virginia) region is selected.

5.	 At the top of the console, click the name of your account, and then click My Billing Dashboard.

6.	 In the navigation pane on the left, click Billing preferences. Select Receive Billing Alerts. Click Save preferences.

Regardless of the account type you’re using, complete the following steps to create a billing alarm in CloudWatch:

7.	 At the top of the console, click Services. Services are grouped according to the kinds of resources they create. 
In the Management & Governance group, click CloudWatch.

8.	 In the navigation pane on the left, click Alarms. Click Create alarm. A CloudWatch alarm is a free resource in 
the CloudWatch service.

9.	 Click Select metric. On the Select metric page, you can drag up the two lines in the middle of the screen to 
resize the lower section, making it easier to see the available metrics. Under Metrics, click Billing. Click Total 
Estimated Charge. Check USD. Click Select metric.

10.	 By default, the Statistic field is set to Maximum, and the Period field is set to 6 hours. In the Conditions section, 
the Threshold type is set to Static, and the Whenever Estimated Charge is… field is set to Greater. Scroll to the 
bottom of the page to the than… field. Under Define the threshold value, type 5. As shown in Figure 1-23, this 
metric will trigger the alarm if charges exceed $5 once within six hours. Click Next. 

Figure 1-23� This will trigger if estimated charges exceed $5
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In AWS, an alarm is an event that is triggered when certain conditions are met (similar to a smoke detector identifying  
smoke in the air). In contrast, an SNS (Simple Notification Service) topic handles any notifications that should be 
sent if the alarm is triggered (such as the noise a smoke detector emits when smoke is detected). Basically, an alarm  
identifies that something occurred, and the SNS topic is the communications channel in response to that alarm. In 
AWS, that response might be an email or text message sent to an admin, among other possibilities. Therefore, as 
you’re setting up your alarm, you also need to set up a topic, as follows:

11.	 Under Select an SNS topic, select Create new topic. Give the topic an informative name. What name did you use? 

12.	 In the Email endpoints field, enter your email address (an account you monitor regularly—this email does not have 
to be the same address you use to access your AWS console). Click Create topic. Scroll down and click Next. 

13.	 Give the alarm an informative name and description. What name and description did you use? Click Next.

14.	 Study the information on the Preview and create page to make sure you understand the alarm you’re creating. 
In your own words, give an example of what could trigger this alarm.

15.	 Click Create alarm. 

Your email address was listed as a subscription, or communication endpoint, to the topic, meaning a message should 
be sent to your address if the alarm is triggered. However, to reduce spamming, you must first confirm your email 
subscription before you’ll receive notices:

16.	 To confirm your email subscription to the topic you created, go to your email account, open the email from AWS 
Notifications, and click Confirm subscription.

17.	 Return to your AWS console and click the Refresh button (it shows a circle arrow icon) above the list of alarms. 
What is the initial state of the alarm?

18.	 If your alarm is not currently in the OK state, continue refreshing the data until your alarm reaches the OK state.

19.	 Click the alarm’s name to see more information about it. Take a screenshot of the Details section of your alarm; 
submit this visual with your answers to this project’s questions.

20.	 Currently, only your email address is subscribed to the alarm’s topic. To see all current subscriptions in SNS 
(Simple Notification Service), click Services. In the Application Integration group, click Simple Notification  
Service. In the navigation pane, click Topics. Click the topic you created. What is the status of your email  
subscription? If there are any problems indicated for the email subscription, troubleshoot those now.

Reflection Discussion 1

As you read about in this chapter, you use many kinds of networks nearly every day, such as when you check your 
email, post on social media, use your smartphone, make a payment at a store, or even just drive down the road. Perhaps  
you’ve had some experience working with networks, either setting up a network or troubleshooting problems. Did 
you set up your own home network? Have you had to troubleshoot a problem with your employer’s network?

Consider the following questions:

❯� What did you notice about how devices communicate with each other?

❯� What solutions did you find to problems you encountered?

❯� What questions do you have now that warrant further research?

Go to the discussion forum in your school’s LMS (learning management system). Write a post of at least 100 words 
discussing your thoughts about the kinds of experiences you’ve had with networks, what you learned in those 

Reflection Discussion 1
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34 Chapter 1 Introduction to Data Communications and Computer Networks

Table 1-1� Grading rubric for Reflection Discussion 1

Task Novice Competent Proficient Earned
Initial post Generalized statements 

about experiences working 
with networks

30 points

Some specific statements 
with examples about experi-
ences working with networks 
and learning from those 
experiences

40 points

Self-reflective discussion with 
specific and thoughtful statements 
about experiences working with 
networks, learning from those 
experiences, and questions for 
further research

50 points

Initial post: 
Mechanics

• 	 Length < 100 words

• 	 Several grammar and 
spelling errors

5 points

• 	 Length = 100 words

• 	 Occasional grammar and 
spelling errors

7 points

• 	 Length > 100 words

• 	 Appropriate grammar and 
spelling

10 points

Response 1 Brief response showing lit-
tle engagement or critical 
thinking

5 points

Detailed response with specific 
contributions to the discussion

10 points

Thoughtful response with spe-
cific examples or details and 
open-ended questions that invite 
deeper discussion of the topic

15 points

Response 2 Brief response showing lit-
tle engagement or critical 
thinking

5 points

Detailed response with specific 
contributions to the discussion

10 points

Thoughtful response with spe-
cific examples or details and 
open-ended questions that invite 
deeper discussion of the topic

15 points

Both 
responses: 
Mechanics

• 	 Length < 50 words each

• 	 Several grammar and 
spelling errors

5 points

• 	 Length = 50 words each

• 	 Occasional grammar and 
spelling errors

7 points

• 	 Length > 50 words each

• 	 Appropriate grammar and 
spelling

10 points

Total

Solutions to Self-Check Questions

Section 1-1: The Language of Computer Networking

1.	 You plug your new printer into a USB port on your 
computer. What kind of network supports this 
connection?

Answer: d. PAN

Explanation: A PAN (personal area network) includes 
devices connected within an area of a few meters, such 

as smartphones, music players, wireless keyboard or 
speakers, and a USB-connected printer.

2.	 You connect your home network to your Internet 
provider using a single fiber cable. What technol-
ogy allows you to download and upload data over 
this connection at the same time?

Answer: b. Multiplexing

experiences, and what more you would like to learn. Then respond to two of your classmates’ threads with posts of 
at least 50 words discussing their comments and ideas. Use complete sentences and check your grammar and spell-
ing. Try to ask open-ended questions that encourage discussion, and remember to respond to people who post on 
your thread. Use the rubric in Table 1-1 to help you understand what is expected of your work for this assignment.
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campus. What kind of cloud architecture is your 
school using? 

Answer: c. Hybrid

Explanation: In a hybrid cloud, virtualized resources 
at a remote location (such as the file storage accessed 
over the Internet) and physical or virtual resources in 
the local datacenter (such as servers hosting the virtual 
desktops) are connected and interact at a functional 
level that is invisible to users.

Section 1-4: Network Architectures

8.	 Which of these protocols do network admins use to 
help them identify problems on a network? 

Answer: d. SNMP

Explanation: SNMP allows the numerous elements 
within a computer network to be managed from a sin-
gle point, including receiving and processing error mes-
sages to identify problems.

9.	 Which OSI layer provides address information 
for a message to travel from a workstation to a 
router? 

Answer: b. Data link

Explanation: The data link layer prepares a frame for 
transmission from the user workstation to a router sit -
ting between the LAN and the Internet. The frame con-
tains address information for this local transmission.

10.	 A rat chews through a cable connecting two 
switches on your network. What layer of the OSI 
model has been compromised? 

Answer: d. Physical

Explanation: The physical layer is where the actual 
transmission of data occurs over a physical wire, such 
as a network cable, or by radio signal, such as with 
Wi-Fi. Problems at this layer usually involve physical 
equipment such as cables or access points.

Section 1-5: Cloud Computing

11.	 When schools suddenly closed and classes were 
held over the Internet instead, your company’s 
video conferencing software suddenly needed to 
host five times more traffic than usual. What fea-
ture of your cloud-hosted web app allowed your 
service to adapt to the changing demand? 

Answer: b. Elasticity

Explanation: Elasticity allows resources to scale up 
or down quickly in response to changing needs, and 

Explanation: Multiplexing is the transmission of multi-
ple signals on one medium at the same time by altering 
each signal slightly to keep them from interfering with 
one another.

Section 1-2: The Big Picture of Networks

3.	 You plug your laptop into your local network’s 
router and use your browser to visit a website. 
What type of device allows your router to commu-
nicate with your Internet provider’s network?

Answer: b. Modem

Explanation: A modem allows communication over a 
DSL or cable connection between a local network and a 
wide area network.

4.	 You need to make some changes to a file stored on 
your office’s network. On which device is the file 
located?

Answer: b. Server

Explanation: Servers store shared or private user files 
that can be accessed remotely.

Section 1-3: Common Network Examples

5.	 What kind of protocols support addressing and 
communication over the Internet?

Answer: b. TCP/IP

Explanation: The Internet “talks” in TCP/IP to provide 
an addressing scheme and establish communication 
connections, and users must use software that supports 
the TCP and IP protocols. 

6.	 You’re setting up a small office network with a few 
desktop computers and a file server. You want to 
make sure only certain network users have access 
to the file server. What device will you need to con-
figure to segment the network? 

Answer: a. Switch

Explanation: The switches that connect local area net-
works can help manage network segmentation as well, 
such as when separating some traffic from other net -
work traffic.

7.	 Your school hosts its own cloud to provide stu-
dents with virtual desktops. These desktops give 
students access to expensive software that most 
students couldn’t afford to purchase on their own. 
Your school also stores student files in a cloud 
service that requires an Internet connection for 
students to access their files, even when they’re on 

Solutions to Self-Check Questions
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36 Chapter 1 Introduction to Data Communications and Computer Networks

in many cases, these shifts can be configured to occur 
automatically.

12.	 What kind of cloud service model is web-based 
email? 

Answer: a. SaaS

Explanation: SaaS (Software-as-a-Service) provides 
access to an application that runs in the cloud environ-
ment. Web-based email, such as Gmail or Yahoo, are 
good examples of SaaS.
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Chapter 2

Objectives
After reading this chapter, 
you should be able to:

• 	 Identify common cabling 
standards

• 	Compare types of 
network cables

• 	Compare wireless network 
technologies

• 	Evaluate the best media 
for network connections

Introduction
The world of computer networks would not exist if there were no 
medium by which to transfer data. Recall from Chapter 1 that network 
communications can be understood in terms of the TCP/IP protocol lay-
ers. The cables or wireless signals on which data travels is layer 1, the 
physical layer. In this book, you will begin your study of networking at 
this foundational layer. 

All communications media can be divided into two categories: (1) con-
ducted or wired media, such as copper cables and fiber-optic cables, 
and (2) radiated or wireless media, such as cell phones and Wi-Fi. This 
chapter will cover conducted media types such as USB that connect 
computers with peripheral devices and conducted media types found 
on a company’s private LAN (local area network), including twisted 
pair cable, coaxial cable, and fiber-optic cable. In addition, this chap-
ter examines the basic groups of wireless media used for data transfer 
on LANs: Wi-Fi, Bluetooth, Zigbee, and a few others. Chapters 9 and 
10 will discuss wired and wireless technologies in the context of WANs 
(wide area networks).

As you read this, someone somewhere is undoubtedly designing new 
materials and building new equipment that is better than what currently 
exists. The transmission speeds and distances given in this chapter will 
continue to evolve. Please keep this in mind as you study the media. 
The chapter concludes with a comparison of the typical media types 
used most often on LANs, and yet, media preferences continue to 
shift as newer technologies become available and older technologies 
become cheaper. 

Conducted and  
Radiated Media
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38 Chapter 2 Conducted and Radiated Media 

❯� International Organization for Standardization (ISO)

❯� American National Standards Institute (ANSI)

Often, individual companies are in such a hurry to rush 
a product to market that they will create a new prod-
uct that incorporates a nonstandard interface proto-
col. Although there is a definite marketing advantage to 
being the first to offer a new technology, there is also 
a considerable disadvantage to using an interface pro -
tocol that has not yet been approved by one of these 
standards-making organizations. For example, shortly 
after your company introduces its new product, one 
of the standards-making organizations might create a 
new protocol that performs the same function as your 
nonstandard protocol, and this might lead to your 
company’s product becoming obsolete. In the quickly 
changing world of computer technology, creating a 
product that conforms to an approved interface stan-
dard is difficult but highly recommended. 

Sometimes, when a company creates their own standard, 
they don’t make it available for others to use. This is 
called a proprietary technology. Other times, a company 
will create a protocol and allow others to use it so that, 
although not an official standard, it becomes so popu-
lar that many other companies incorporate it into their 
own products. In this case, the protocol is considered a 
de facto standard. For example, Microsoft’s operating 
system for personal computers is not an official stan-
dard. Nonetheless, more than 85 percent of all personal 
computers use the Microsoft operating system, thereby 
making the Windows desktop operating system a de facto 
standard. Systems running on a network must be compat-
ible with the Windows OS.

The second basic characteristic of an interface standard 
is its composition. An interface standard can consist 
of four parts, or components, all of which reside at the 
physical layer: the electrical component, the mechanical 
component, the functional component, and the proce-
dural component. All the standards currently in existence 
address one or more of these components, as follows: 

❯� The electrical component deals with voltages, line 
capacitance, and other electrical issues. The electri-
cal components of interface standards are primarily 
the responsibility of a technician. 

❯� The mechanical component deals with items such 
as the connector or plug description. Questions 
typically addressed by the mechanical component 
include: What are the size and shape of a connec-
tor? How many pins are found on the connector? 
What is the pin arrangement? 

Section 2-1: Cabling 
Standards
Connecting cables to network devices and workstations 
can be a challenging task. Various levels of hardware 
and software must agree completely before a device can 
“talk” to another device. Questions such as the following 
need to be resolved: 

❯� Will the connector on the end of the cable coming 
from the network be compatible with the outlet on 
the device? 

❯� Will the electrical properties of the two devices be 
compatible? 

❯� Will these devices “speak the same language”? 

Connecting devices to each other or to networks pres-
ents many pitfalls and obstacles. To better understand 
the interconnection between devices and the network, 
let’s first discuss the concept of interfacing, which is 
the process of creating an interconnection between 
two devices, such as a computer and a network device. 
Considered primarily a physical layer activity, interfac-
ing is a complex, relatively technical process that var -
ies greatly depending upon the type of device and the 
connection desired between devices.

Many years ago, manufacturers of computers and 
other devices realized that, if one company made 
a computer and another company made a network 
device, the odds of the two being able to communicate 
with one another were slim. Thus, various organiza-
tions set about creating a standard interface between 
devices such as computers and modems. Because 
there were so many different transmission and inter -
face environments, however, one standard alone did 
not suffice. As a result, hundreds of standards have 
been created. Despite their variations, all interface 
standards have two basic characteristics.

The first characteristic is that the standards have been 
created and approved by an acceptable standards-making 
organization. The primary organizations involved in mak-
ing the standards used today are: 

❯� International Telecommunication Union (ITU), for-
merly the International Telegraph and Telephone 
Consultative Committee (CCITT)

❯� Telecommunications Industry Association (TIA), 
which has taken over many of the now-defunct  
Electronic Industries Alliance (EIA) responsibilities

❯� Institute of Electrical and Electronics Engineers (IEEE)
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39Section 2-1: Cabling Standards

systems that undergo digital-to-analog or analog-to-  
digital conversions usually have more noise in their sig-
nals because of the conversion. USB avoids the introduc-
tion of such noise. 

USB offers some other helpful features, as follows:

❯� USB is a relatively thin, hot-pluggable cable, mean-
ing devices can be added and removed while the 
computer and peripheral are active. The idea 
behind hot pluggable capabilities is that the 
peripheral can simply be plugged in and turned on, 
and the computer should dynamically recognize the 
device and establish the interface. In other words, 
the casing of the computer does not have to be 
opened, nor do any software or hardware configura-
tions have to be set. 

❯� When using peripherals designed with a USB con-
nector, it is possible to connect one USB peripheral 
to another without connecting back to the com-
puter. This technique is known as daisy-chaining. 

❯� USB offers the ability to provide the electrical 
power required to operate most peripherals. With 
this option, it is not necessary to find an electrical 
outlet for each peripheral. 

❯� A USB 3.0 or better interface is a full-duplex con-
nection, or connection in which both sender and 
receiver may transmit data at the same time. Older 
USB standards use a half-duplex connection, which 
allows only the sender or the receiver to transmit 
at one time. 

As you just learned, interface standards consist of 
up to four components. Let’s examine each of those 
components for the USB standard so you can see how 
much thought has gone into the design of cables and 
connectors. 

❯� The functional component describes the function of 
each pin (which is referred to as a circuit when you 
also consider the signal that travels through the pin 
and wire) used in an interface. 

❯� The procedural component describes how the cir -
cuits are used to perform an operation. Although the 
functional component of an interface standard might, 
for example, describe two circuits, such as Request 
to Send and Clear to Send, the procedural component 
would describe how these two circuits are used so 
the device can transfer data over the connection.

Personal Area Network (PAN) 
Connection Standards
Although the bulk of this chapter focuses on cabling and 
interface standards used on LANs, there are a few stan-
dards for PAN (personal area network) connections you 
should be familiar with. This section covers a few of the 
most common wired PAN technologies. Wireless PAN 
technologies are covered in the wireless section later 
in this chapter because those technologies can also be 
used for LAN connections.

Universal Serial Bus (USB)

The USB interface is currently the most popular form of 
personal computer wired interface and will probably 
remain that way for some time. USB (Universal Serial Bus) 
is a modern standard for interconnecting many types of 
peripheral devices to computers. More precisely, USB 
is a digital interface that uses a standardized connector 
(plug) for all serial and parallel type devices. Because USB 
provides a digital interface, it is not necessary to convert 
the digital signals of the computer to analog signals for 
transfer over a connection. As you’ll learn in Chapter 3, 

Note
In comparing the various data transfer rates of services and devices over cables and other media, this book uses the 
convention in which lowercase k equals 1000, such as kb for 1000 bits. Also as part of the convention, lowercase b will 
refer to bits, while uppercase B refers to bytes, which is a collection of 8 bits. One Mb (megabit), then, equals 1000 kb. 
One Gb (gigabit) equals 1000 Mb. And One Tb (terabit) equals 1000 Gb. 

Most data transfer rates, or throughput , are measured per second, such as Mbps (megabits per second). Most of these 
data rates are theoretical maximums, meaning the medium theoretically could support that data rate just as a highway 
could theoretically support a certain number of cars driving bumper-to-bumper at the speed limit. However, data rates 
will rarely, if ever, approach these maximums because of the limitations of actual network communications and various 
environmental factors.

04406_ch02_ptg01_037-073.indd   39 12/31/21   4:14 PM

Copyright 2023 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



40 Chapter 2 Conducted and Radiated Media 

With the USB standard, the electrical and functional com-
ponents support the transfer of power and of the signal 
over a four-wire cable. Two of these four wires, VBUS 
(bus power) and GND (ground), carry a 5-volt signal that 
can be used to power the device. The other two wires, D+ 
and D�, carry the data and signaling information.

The mechanical component of USB strictly specifies 
the exact dimensions of the interface’s connectors and 
cabling. While several types of USB connectors are speci-
fied, the most common today are Type-A, Type-B, Type-B 
Micro, and USB-C (see Figure 2-1). Connectors A and B 
each have four pins, one for each of the four wires in the 
electrical component, while the micro connector has five 
pins. The fifth pin is called the signal pin and is often sim-
ply connected to either the VBUS or GND pins. USB-C con-
tains 24 pins to provide higher data transfer rates up to 
10 Gbps, which is sufficient for video to extra monitors or 
a high-speed Internet connection. The connector can pro-
vide sufficient power transfer to charge a laptop and is 

reversible, meaning the connector does not have a “top” 
or “bottom” and can be inserted either way.

The procedural component of USB is probably the most 
involved of the four components. To understand how it 
works, you first need to become familiar with the terms 
"bus" and "polling." A bus is simply a high-speed con-
nection to which multiple devices can attach, and poll-
ing is a process in which a computer asks a peripheral 
if it has any data to transmit to the computer. The USB 
is a polled bus in which the host controller (the USB 
interface to the host computer) initiates all data trans-
fers. The USB bus can recognize when a USB device has 
been attached to a USB port or to a USB hub (a device 
that is like an extension cord and can provide multiple 
USB ports). It can also recognize when that same device 
has been removed. In addition, the USB bus can support 
four basic types of data transfers, as follows: 

❯� Control transfers are used to configure a peripheral 
device at the time of attachment.

❯� Bulk transfers are used to support large and bursty 
(i.e., produced in bursts) quantities of data.

❯� Interrupt transfers are used for timely but reliable 
delivery of data.

❯� Isochronous transfers are connections that require 
continuous and real-time transfers of data, such as 
audio and video streams.

In addition to USB, other interface standards have been 
created over the years to provide high-speed connec-
tions to various types of peripheral devices. Two of the 
most common are Thunderbolt and Lightning.

Thunderbolt

Thunderbolt is a proprietary standard developed by Intel. 
It was initially available only on Apple devices but has now 
been adopted by many other manufacturers. Thunderbolt 
uses the same USB-C connector you just learned about but 
provides a theoretical data rate of 40 Gbps. While the con-
nector looks the same, you can usually identify a Thunder -
bolt capable port by the lightning bolt symbol, as shown 
in Figure 2-2. It was relatively easy to create this new, high-
speed, daisy-chaining serial interface by combining two 
existing protocols. The first is PCI Express, which is a pop-
ular bus standard, and the second is DisplayPort, which is 
a video interface standard. Although Thunderbolt’s design 
was originally conceived as a fiber-optic connector, it has 
become popular as a copper-wire connector, thus keeping 
down costs. Some predict that Thunderbolt will eventu-
ally hit 100-Gbps data rates in the future.

Note
USB 3.0 refers to the specification that determines the 
protocols used over a USB cable. It’s this generational 
version that identifies the data transfer rate of a USB 
cable and its capability for power delivery. Earlier 
USB versions include USB 1.0 (12 Mbps) and 2.0 (480 
Mbps). The most recently released version at the time 
of this writing is USB 3.2 (recently renamed USB 3.2 
Gen 2x2), which offers a greatly improved maximum 
throughput of 20 Gbps. Many USB connectors can 
be used with the USB 3.0 specification and above. 
You can often identify a USB 3.0 or better cable by its 
blue color, although this is not a completely reliable 
indicator.

Figure 2-1� Four types of USB connectors (left to 
right): Type-A, Type-B, Type-B Micro, and USB-C
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41Section 2-1: Cabling Standards

Lightning

The Lightning connector, as shown in Figure 2-3, is an 
Apple-proprietary standard. It has 8 pins designed to 
replace the older 30-pin connector and can be found 
as the primary connector on the newer versions of 
Apple’s iPhone as well as many versions of the iPad and 
other devices. Lightning cables are most often used for 
charging devices, but data transfer speeds are similar to 
the USB 2.0 specification. While the Lightning connector 
is smaller than a USB-C connector and is also revers-
ible, many questioned why Apple decided to go with a 

proprietary connector rather than an industry standard 
such as USB. In fact, European officials are pushing for 
Apple to abandon the Lightning connector entirely to 
increase standardization within the industry.

Remember this…
❯� All interface standards have two basic characteristics: 
they have been created and approved by an accept-
able standards-making organization, and they can 
consist of one to four components, which include an 

Figure 2-2� Thunderbolt cables use USB-C connectors
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Figure 2-3� Lightning cables only work on Apple devices
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42 Chapter 2 Conducted and Radiated Media 

electrical component, a mechanical component, a 
functional component, and a procedural component.

❯� USB is a relatively thin, space-saving cable to 
which devices can be added and removed while 
the computer and peripheral are active. It is hot 
pluggable, supports daisy-chaining, offers the abil-
ity to provide electrical power, and is a full-duplex 
connection.

❯� Thunderbolt uses the USB-C connector but pro-
vides a theoretical data rate of 40 Gbps. Lightning is 
an Apple-proprietary standard that is smaller than 
a USB-C connector and is also reversible.

Self-check
	 1.	 In trying to identify an old cable, you check 

the connector on the end and count the num-
ber of pins. What component of the interface 
design are you using to help you identify this 
cable?

a.	 Electrical

b.	 Procedural

c.	 Functional

d.	 Mechanical

	 2.	 Which of these wired PAN standards does not 
use the USB-C connector form factor?

a.	 USB 3.0

b.	 Lightning

c.	 Thunderbolt

d.	 USB 2.0

	 3.	 Which of these wired PAN standards provides 
the fastest data throughput?

a.	 USB 3.0

b.	 Lightning

c.	 Thunderbolt

d.	 USB 2.0

Section 2-2: Conducted 
Media
Even though conducted media have been around since 
the telegraph, the progression of these technologies 
primarily focus on improved performance rather than 
developing new or unique cable types. Fiber- optic 
cable, the newest member of the conducted media 
family, became widely used by telephone companies 
in the 1980s and by computer network designers in 
the 1990s. 

Altogether, there are three types of conducted media 
currently used on LANs. The oldest, simplest, and most 
common one is twisted pair cable. 

Twisted Pair Cable
Twisted pair cable comes as two or more pairs of 
single-conductor copper wires that have been twisted 
around each other. The term “twisted pair” is almost 
a misnomer, as one rarely encounters a single pair of 
wires. As shown in Figure 2-4, each single-conductor 
wire is encased within plastic insulation and cabled 
within one outer jacket. Splicing segments of twisted 
pair cable is a relatively simple process that can be 
performed in the field with only a few simple tools. 
This makes installation and repairs simpler than some 
other types of cables. However, it also presents a secu-
rity risk in that a hacker can break into the network 
without easily being detected.

Unless someone strips back the outer jacket, you might 
not see the twisting of the wires. The twists reduce the 
amount of interference one wire can inflict on the other, 
one pair of wires can inflict on another pair of wires, 
and an external electromagnetic source can inflict 
on any wire in a pair. You might recall two import -
ant laws from physics: (1) A current passing through 
a wire creates a magnetic field around that wire, and 
(2) a magnetic field passing over a wire induces a cur -
rent in that wire. Therefore, a current or signal in one 
wire can produce an unwanted current or signal, called 

Figure 2-4� Example of four-pair twisted pair  
cable
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43Section 2-2: Conducted Media

detail about each category of twisted pair cables com-
monly found on networks today: 

❯� Cat 5 (Category 5) twisted pair was designed to 
transmit data at 100 Mbps (called Fast Ethernet)  
for distances up to 100 meters (328 feet). 
Although the signal does not magically stop 
at 100 meters, it does weaken (attenuate), and 
the level of noise continues to grow such that 
the likelihood of the wire transmitting errors 
after 100 meters increases to an unacceptable 
level. The constraint of no more than 100 meters 
applies to the distance between the device that 
generates the signal (the source) and the device 
that accepts the signal (the destination). This 
accepting device can be either the final destina-
tion or a repeater. A repeater is a device that gen-
erates a new signal by creating an exact replica of 
the original signal. Thus, Cat 5 twisted pair and 
higher categories can run farther than 100 meters 
from its source to its destination as long as the 
signal is regenerated at least every 100 meters. 
Cat 5 twisted pair has a higher number of twists 
per inch than older categories of cables and, 
thus, introduces less noise. While Cat 5 is rarely 
used today, it’s helpful to understand later stan-
dards by how they improved upon this one.

❯� Approved at the end of 1999, the specification for 
Cat 5e (Enhanced Category 5) twisted pair offers 
improved data rates for transmissions up to 1000 
Mbps (1 Gbps, commonly called Gigabit Ethernet) 
for 100 meters. Many companies are producing 
Cat 5e cable at 125 MHz for 100 meters. Although 
the specifications for the earlier categories of 
cables described only the individual wires, the 
Cat 5e specification indicates exactly four pairs 
of wires (see Figure 2-6) and provides designa-
tions for the connectors on the ends of the wires, 
patch cords, and other possible components that 
connect directly with a cable. (You’ll learn more 
about connector standards later in this section.) 
Thus, as a more detailed specification than Cat 5,  
Cat 5e can better support the higher speeds 
above 100 Mbps. (See the Details section “Gigabit 
Ethernet on Local Area Networks” to learn how 
Cat 5e can support 1000-Mbps LANs.) Cat 5e is 
commonly found on networks today, especially 
smaller networks, short connections within a net-
work to a single workstation, or older networks 
where the cabling has not yet been upgraded.

Figure 2-5� (a) Parallel wires—greater chance of 
crosstalk, (b) perpendicular wires—less chance of  
crosstalk, (c) twisted wires—crosstalk reduced  
because wires keep crossing each other at nearly  
perpendicular angles

(a) Parallel wires

(b) Perpendicular wires

(c) Twisted wires

crosstalk, in a second wire. If the two wires run parallel 
to each other, as shown in Figure 2-5 (a), the chance for 
crosstalk increases. If the two wires cross each other 
at perpendicular angles, as shown in Figure 2-5 (b),  
the chance for crosstalk decreases. Although not 
exactly producing perpendicular angles, the twisting of 
two wires around each other, as shown in Figure 2-5 (c),  
at least keeps the wires from running parallel and thus 
helps reduce crosstalk. More expensive twisted pair 
cables contain tighter twists for each pair, thereby 
reducing crosstalk further.

All Things Considered

Thought Experiment

List three different examples of crosstalk that do not 
involve wires and electric signals. (Hint: Look around 
you.)

Types of Twisted Pair Cable

As simple as twisted pair cable appears to be, it comes 
in many forms and varieties to support a wide range of 
applications. The following list provides a little more 
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❯� Cat 6 (Category 6) twisted pair is designed to sup-
port data transmission with signals at or above 250 
MHz for 100 meters. It has a plastic spacer running 
down the middle of the cable that separates the 
twisted pairs and further reduces electromagnetic 
noise. This makes Cat 6 cable a good choice for 100–
meter runs in LANs with transmission speeds reach-
ing 1000 Mbps. At shorter distances (37–55 meters, 
depending on crosstalk), Cat 6 can even support 10 
Gbps data transmission rates. Also, Cat 6 twisted 
pair costs only pennies per foot more than Cat 5e 
twisted pair cables. Given a choice of Cat 5e or Cat 6 
cables, you probably should install Cat 6, regardless 
of whether you will be taking immediate advantage 
of the higher transmission speeds.

❯� Cat 6a (Augmented Category 6) twisted pair cable 
offers some improvements over Cat 6 with a higher 
bandwidth of 500 MHz and reliably supports 10-Gbps 
speeds up to 100 meters. Cat 6a cable incorporates 
increased shielding to reduce crosstalk and support 
the higher data rates at greater distances.

❯� Cat 7 (Category 7) and Cat 7a (Augmented  
Category 7) twisted pair cables are more recent 
additions to the twisted pair family but were never 
ratified by the TIA. Cat 7 wire is designed to support 
600 MHz of bandwidth for 100 meters while Cat 7a 
increases the available bandwidth to 1000 MHz  
(1 GHz). Both cables are heavily shielded—each pair 
of wires is shielded by a foil, and the entire cable has 
a shield as well. They can support up to 100 Gbps at 
a short 15 meters (49 feet), which can be useful for 
high-speed connections between networking devices 
sitting close to each other in a data center that inter -
lace to form the backbone of the network. Cat 7 and 
Cat 7a are best suited for Gigabit and 10-Gigabit Eth-
ernet networks, but currently their prices are rela-
tively high, installation takes more space, and testing 
is trickier. Thus, using Cat 7 or Cat 7a wire may not 
provide the most cost-effective solution for many 
common Ethernet connections. Cat 7 and Cat 7a 
cables also require a special connector to reach their 
fullest potential speeds, which significantly increases 
the cost and complexity of installation.

❯� The Cat 8 (Category 8) standard was published in 
2016, and Cat 8 products are now widely available 
for purchase. Cat 8 cables double the Cat 7a band-
width, supporting up to 2 GHz, and relies on further 
improved and extensive shielding as shown in  
Figure 2-7. Cat 8 cables, also optimized for short-
distance backbone connections within the datacen-
ter, support up to 40 Gbps over 30 meters (98 feet), 
rivaling fiber-optic cables at these distances. Cat 8 
cables are increasingly used to connect 25 Gb and 40 
Gb networking devices within a datacenter, such as 
switches, modems, and routers. Additionally, Cat 8 

Figure 2-6� Four twisted pairs in Cat 5e cable
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Figure 2-7� Shielding around each twisted pair and additional shielding 
around all four pairs in a Cat 8 cable
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45Section 2-2: Conducted Media

Details    �Gigabit Ethernet on LANs

If Cat 5e wire is designed to support 125-Mbps data 
transmission for 100 meters, how can it be used in 1000 
Mbps (also known as Gigabit Ethernet) LANs? The first 
trick is to use all four twisted pairs for data transfer within 
the Cat 5e and later categories of cable for 1000-Mbps 
or faster LANs (as opposed to two pairs with 100-Mbps 
LANs). With four pairs, 250 Mbps is sent over each Cat 
5e pair. Four pairs times 250 Mbps equals 1000 Mbps.

But that still does not answer how a pair of wires 
designed for 125-Mbps transmissions is able to 
send 250 Mbps. This answer involves a second trick: 

Gigabit Ethernet networks use an encoding scheme 
called 4D-PAM5 (Pulse Amplitude Modulation). While 
the details of 4D-PAM5 are rather advanced and 
beyond the scope of this text, it can be simplified as 
a technique that employs four-dimensional (4D) data 
encoding coupled with a five-voltage level signal 
(PAM5). This combination enables Gigabit Ethernet to 
transmit 250 Mbps over each pair of wires in Cat 5e 
cables. With higher categories of cable that can trans-
mit at increased bandwidths, data rates of 10 Gbps 
and better can be achieved over four twisted pairs.

Class I offers the advantage of using connectors that 
are backwards compatible with earlier standards 
(such as Cat 5e and Cat 6), which reduces the cost 
and complexity of installation. While more expensive 
than common Cat 6 cables, these Cat 8 Class 1 prices 
and installation needs are within reach for consum-
ers who want to future-proof portions of their home 
networks. Cat 8 Class II cables, in the meantime, are 
backwards compatible with Cat 7 and Cat 7a spe-
cialty connectors.

Unshielded and Shielded Twisted Pair

Cat 5 through Cat 6a cables can be purchased as UTP 
(unshielded twisted pair) where none of the wires is 
wrapped with a metal foil or braid. In contrast, STP 
(shielded twisted pair), available in Cat 5 and up, is 
a form in which a shield is wrapped around each wire 
individually, around all the wires together, or both. 
This shielding provides an extra layer of isolation from 
unwanted electromagnetic interference (EMI), which 

is a type of interference that can be caused by motors, 
power lines, televisions, copiers, fluorescent lights, or 
other sources of electrical activity. The shielding also 
makes it more difficult to detect the EMI generated along 
the cable itself, thereby reducing the chance the signal 
could be intercepted. Figure 2-8 shows an example of 
shielded twisted pair cable. 

If a twisted pair cable needs to go through walls, 
rooms, metal conduits, or buildings where there is suf-
ficient EMI to cause substantial noise problems, using 
shielded twisted pair can provide a higher level of iso-
lation from that interference than unshielded twisted 
pair cable and, thus, a lower level of errors. EMI is 
often generated by large motors, such as those found 
in heating and cooling equipment or manufacturing 
equipment. Large sources of power can generate dam-
aging amounts of EMI. Even fluorescent light fixtures 
generate a noticeable amount of EMI so it is best to 
avoid strapping twisted pair wiring to a power line 
that runs through a room or walls. Furthermore, even 

Figure 2-8� An example of shielded twisted pair cable
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46 Chapter 2 Conducted and Radiated Media 

though shielded twisted pair cables have improved 
noise isolation, you cannot expect to push them past 
the 100-meter limit. Also, be prepared to pay a pre-
mium for shielded twisted pair. It is not uncommon 
to spend an additional $.50 or more per foot for high-
quality shielded twisted pair. In contrast, Cat 5e, 6, and 
6a unshielded twisted pair cables often cost between 
$.05 and $.20 per foot.

Table 2-1 summarizes the basic characteristics of UTP 
cables. Keep in mind that STP cables have basically the 
same data transfer rates and transmission ranges as 
UTP cables but perform better in noisy environments. 
Note also that the transmission distances and transfer 
rates appearing in Table 2-1 are not completely predict-
able. Noisy environments tend to shorten transmission 
distances and transfer rates.

Table 2-1� Characteristics of twisted pair cables

UTP Category Typical Use Maximum Data

Maximum 
Transmission 
Range Advantages Disadvantages

Cat 5 LANs 100 Mbps  
(100 MHz)

100 m (328 ft) Inexpensive, easy to install 
and interface

Security, noise, obsolete

Cat 5e LANs 250 Mbps per 
pair (125 MHz)

100 m (328 ft) Inexpensive, easy to install 
and interface, supports 
Gigabit Ethernet

Security, noise

Cat 6 LANs 250 Mbps per 
pair (250 MHz)

100 m (328 ft) Higher data rates than Cat 
5e, less noise

Security, noise

Cat 6a LANs 500 MHz 100 m (328 ft) Support for 10 Gig Ethernet, 
increased shielding

Security, noise

Cat 7 Backbone 
connections

600 MHz 100 m (328 ft) 100 Gig Ethernet at very 
short distances (15 m)

Security, cost, requires spe-
cial connectors

Cat 7a Backbone 
connections

1000 MHz 100 m (328 ft) Same as Cat 7, plus  
additional shielding

Security, cost, requires spe-
cial connectors, thicker and 
more difficult to install

Cat 8 Class I 
and Class II

Backbone 
connections

2000 MHz 30 m (98 ft) 25 Gig and 40 Gig support 
at longer distances than 
Cat 7; Cat 8 Class I uses 
standard connectors

Security, cost

Details    �More Characteristics of Twisted Pair Cable

When you are selecting a cable for a new network, you 
can choose from Cat 5e through Cat 8 and shielding 
options to make several distinctions between different 
types of twisted pair cable. In addition to knowing these 
distinctions, you need to consider where your cable will 
be placed and what kind of space the cable will run 
through. For example, when run between the rooms 
within a building, will the cable travel within a plenum 
or through a riser? A plenum  is the space within a build-
ing’s structure designed for the movement of breathable 
air—for example, the space above a suspended ceiling. 
A plenum can also be a hidden walkway between rooms 
that houses heating and cooling vents, telephone lines, 
and other cable services. Plenum cable is designed so 
that, in the event of a fire, it does not spread flame and 

noxious fumes. To meet these standards, the cable’s 
jacket is made of special materials; and this, of course, 
significantly increases the cable’s cost. In fact, plenum 
cable can sometimes cost twice as much as standard 
twisted pair cable.

If, on the other hand, your cable is going to run through 
a riser—a hollow metal tube such as conduit that runs 
between walls, floors, and ceilings and encloses the 
individual cable—then flames and noxious fumes are 
not as serious of an issue. In this case, standard plastic 
jacketing can be used. This type of twisted pair cable 
is typically the cable advertised and discussed regard -
ing new cable installations because a majority of these 
installations involve running cables through risers.
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47Section 2-2: Conducted Media

Coaxial Cable
Coaxial cable, in its simplest form, is a single wire, usu -
ally copper, wrapped in a foam insulation, surrounded 
by a braided metal shield or foil shielding, and then 
covered in a plastic jacket. The shielding is very good 
at blocking electromagnetic signals from entering the 
cable and producing noise. Some types of coaxial cable 
use multiple layers of shielding for increased resistance 
to EMI in noisy environments, such as a manufacturing 
floor or a conference center with busy wireless net-
works. Figure 2-9 shows a coaxial cable and its braided 
metal shield. Because of its shielding properties, coax-
ial cable is good at carrying analog signals with a wide 
range of frequencies. Thus, coaxial cable can transmit 
large numbers of video channels, such as those found 
on the cable television services that are delivered into 
homes and businesses. Coaxial cable has also been used 
for long-distance telephone transmission, under rare cir -
cumstances as the cabling within a LAN, and as a con-
nector between a computer terminal and a mainframe 
computer. 

Modern coaxial technology can typically support data 
transfer speeds up to 1 Gbps, although Internet pro-
viders are experimenting with more efficient encoding 
techniques to support even higher speeds. Compared to 
the data capacity of older twisted pair cable standards, 
coaxial cable is fairly robust. However, this bandwidth 
is no longer sufficient for long-distance transmission 
needs, which is better suited to fiber-optic cable. Cable 
companies now use coaxial cable mostly for cabling 
between multimedia devices within a customer’s net-
work, entry into a customer’s location or, when needed, 
for last-mile connections.

Coaxial cable is available in a variety of thicknesses, 
rigidity, outer coating material, amount of shielding, and 
lengths of segments with various connectors on each end, 
depending on the purpose of the cable and the devices it 
will connect to, as shown in Figure 2-10. Some coaxial cable 
is jokingly referred to as frozen garden hose due to its 
thickness and rigidity. Coaxial cable prices vary depend -
ing on the quality and construction of the cable, but termi-
nated cable lengths typically run $1.00 per foot or higher.

Details    �More Characteristics of Coaxial Cable

An important characteristic of coaxial cable is its ohm 
rating. Ohm is the measure of resistance within a 
medium. The higher the ohm rating, the more resis-
tance in the cable. Although resistance is not a primary 
concern when choosing a particular cable, the ohm 
value is indirectly important because coaxial cables with 
certain ohm ratings work better with certain types of 

signals, and thus with certain kinds of applications. A 
coaxial cable’s type is designated by RG (radio guide), 
a composite rating that accounts for many character -
istics, including wire thickness, insulation thickness, 
and electrical properties. Table 2-2 summarizes three 
common types of coaxial cable, their ohm values, and 
applications.

Conducting core

Insulation (PVC, Te�on )

Braided shielding

Sheath

Figure 2-10� Coaxial cables connected to a satellite 
receiver

Figure 2-9� Example of coaxial cable 
showing braided shielding
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48 Chapter 2 Conducted and Radiated Media 

Fiber-Optic Cable
All the conducted media discussed so far have one 
great weakness: electromagnetic interference. As you’ve 
already learned, EMI is the electronic distortion that a 
signal passing through a metal wire experiences when 
a stray magnetic field passes over it. A related problem 
is that a signal passing through a metal wire also gener -
ates a magnetic field and thus itself produces EMI, which 
can interfere with nearby signals. Yet another related 
problem, and weakness of twisted pair cable and coax-
ial cable, is the possibility for someone to wiretap these 
media, or tap into the EMI and listen to the data traveling 
through the cable without being detected or interrupting 
the signal. EMI can be reduced with proper shielding, but 
it cannot be completely avoided unless you use fiber-
optic cable. Fiber-optic cable (or optical fiber) is a thin 
glass cable or occasionally a plastic cable, a little thicker 
than a human hair, surrounded by a plastic coating. When 
fiber-optic cable is packaged into an insulated cable, it is 
surrounded by Aramid yarn and a strong plastic jacket 
to protect it from bending, heat, and stress. You can see 
some examples of fiber-optic cables in Figure 2-11.

How does a thin glass cable transmit data? A light 
source, such as a photo diode, is placed at the trans-
mitting end and quickly switched on and off to produce 
light pulses. These light pulses travel down the glass 
cable at the speed of light and are detected by an optic 
sensor called a photo receptor on the receiving end. 
The light source can be either a simple and inexpen-
sive LED (light-emitting diode) or a more complex and 
more powerful laser. The laser is much more expen-
sive than the LED, and it can produce much higher 
data transmission rates. Fiber-optic cable is capable of 
transmitting data at more than 100 Gbps (i.e., 100 bil-
lion bits per second) over several kilometers. However, 
because many common LAN installations use an LED 
source, real-world fiber-optic transmissions are effec-
tively limited to 10 Gbps for 300 meters. For a more 
technical discussion on LED and laser fiber-optic appli-
cations, see the Details section “More Characteristics 
of Fiber-Optic Cable.”

In addition to providing high-speed, low-error data 
transmission rates, fiber-optic cable offers several 
other advantages over twisted pair cable and coaxial 
cable. Because fiber-optic cable passes electrically 
nonconducting photons through a glass medium, it is 
more difficult (though not impossible) to wiretap with-
out interrupting the signal. While a skilled technician 
could redirect a small amount of light in the cable to 
a parallel fiber leading to a wiretapping detector, it’s a 
delicate process that is often noticeable by the drop 
in the received signal’s power levels. Also, because 
fiber-optic cable cannot generate nor be disrupted by 
EMI, no noise is generated from extraneous electro-
magnetic signals. Although fiber-optic cable still expe-
riences noise as the light pulses bounce around inside 
the glass cable, this noise is significantly less than the 
noise generated in the metallic wire of twisted pair 
cables or coaxial cables. This lack of significant noise 
is one of the main reasons fiber-optic cable can trans-
mit data for such long distances.

Table 2-2� Common coaxial cables, ohm values, and applications

Type of Cable Ohm Rating Application

RG-6 75 Ohm Cable television, satellite television, and cable modems

RG-59 75 Ohm CCTV (closed-circuit TV); cable television (but RG-6 is better here)

Note: You can also get “Siamese coaxial cable,” which has a power cable bonded with 
the RG-59 or RG-6 cable to make CCTV installation faster.

RG-11 75 Ohm Very thick cable built for long runs or where the cable must be buried

Figure 2-11� Fiber-optic cables where each cable has 
a pair of connectors on each end
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49Section 2-2: Conducted Media

Despite these overwhelming advantages, fiber-optic 
cable has two small but significant disadvantages: 

❯� Due to the way the light source and photo receptor 
arrangement works, light pulses typically travel in 
one direction only. Thus, to support a two-way trans-
mission of data, two fiber-optic cables are usually 
necessary. For this reason, most fiber-optic cable is 
sold with two cables melded together, as you might 
have noticed earlier in Figure 2-11, or with at least 
two (if not more) individual strands of fiber bundled 
into a single package, as shown in Figure 2-12. While 
bidirectional transmission is possible using different 
light wavelengths, it requires special equipment that 
offsets some of the cost savings.

❯� Fiber-optic cable costs more than twisted pair 
cable, but this disadvantage is slowly disappearing 
as materials become more affordable and widely 
available. For example, it is now possible to pur-
chase bulk, general-purpose duplex (two-strand) 

fiber-optic cable for $.10 to $.20 per foot (as 
opposed to paying a few dollars per foot many 
years ago), which is not much higher than the 
price of many types of twisted pair cable. When 
you consider its lower error rates and higher data 
transmission rates, fiber-optic cable is indeed a bar-
gain. Interestingly, it is not so much the fiber- optic 
cable itself that is expensive. The technology’s 
higher cost is due to the hardware that transmits 
and receives the light pulses at the ends of the fiber 
cable, however prices for transmitters and receiv-
ers continue to drop. It’s common to use fiber-optic 
cable as the backbone of a network, and to use 
twisted pair cable from the backbone connection 
up to the workstation. An illustration of a fiber-
optic backbone is shown in Figure 2-13. Today,  
fiber is increasingly used to connect individual 
servers or workstations to the network and to  
connect individual homes to an Internet service 
provider’s network.

Figure 2-12� A fiber-optic cable with multiple strands of fiber
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Figure 2-13� A fiber-optic backbone with CAT 6 twisted pair running to the  
workstations
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50 Chapter 2 Conducted and Radiated Media 

Details    �More Characteristics of Fiber-Optic Cable 

When light from a source is sent through a fiber-optic 
cable, the light wave both bounces around inside the 
cable and passes through the cable to the outer protec-
tive jacket. When a light signal inside the cable bounces 
off the cable wall and back into the cable, this is called 

reflection . When a light signal passes from the core of 
the cable into the surrounding material, this is called 
refraction . Figure 2-14 demonstrates the difference 
between reflection and refraction.

Light can be transmitted through a fiber-optic cable 
using these two basic techniques: 

❯� Single-mode transmission  requires the use of 
a very thin fiber-optic core and a very focused 
light source, such as a laser. When a laser is fired 
down a narrow fiber, the light follows a tight beam 
so there is less tendency for the light wave to 
reflect or refract. This technique allows for a very 
fast signal with little signal degradation, and thus 
less noise, over long distances. Because lasers are 
used as the light source, single-mode transmission 
is a more expensive technique than the second 
fiber-optic cable signaling technique. Any applica-
tion that involves a large amount of data transmit-
ted at high speeds is a candidate for single-mode 
transmission.

❯� Multimode transmission  uses a slightly thicker 
fiber core and an unfocused light source, such 

as an LED. Because the light source is unfo-
cused, the light wave experiences more refrac-
tion and reflection, or noise, as it propagates 
through the wire. This noise results in signals 
that cannot travel as far or as fast as the sig-
nals generated with the single-mode technique. 
Correspondingly, multimode transmission is less 
expensive than single-mode transmission. LANs 
that employ fiber-optic cables often use multi-
mode transmissions.

Other characteristics that can differentiate the quality of 
the signal transmitted over a fiber-optic cable include 
the following:

❯� Insert ion loss  is a measure of at tenua-
tion , which is the continuous loss of a signal’s 
strength as it travels through a medium. Inser-
tion loss, then, measures the loss of signal 
strength between two points before and after 
an inserted connector or other passive network 
component or feature. Insertion loss can also 
be caused by low-quality cable, splices to join 
cable segments, and tight bends or coils in the 
cable. Insertion loss is measured by comparing 
input power to output power and is identified 
in decibels (dB), such as 0.3 dB or 0.5 dB. The 
lower this number, the better.

❯� When the signal reaches the other end of the 
fiber-optic cable, some of the light is reflected 
back into the cable to its source. This effect is 
called back reflection or reflectance , and it 
degrades the signal clarity. Reflectance identifies 
the amount of loss in decibels (dB), such as �55 
dB or �14 dB; however, return loss is a measure-
ment of the same performance benchmark but 
identifies the number as a positive, such as 55 dB 
return loss or 14 dB return loss. As you can see, 
higher reflectance, such as �14 dB, and lower 
return loss, such as 14 dB, both indicate the same 
lower quality signal, despite these numbers’ dif-
ferent locations on a number line. (It might be 
helpful to think of return loss as a measure of a 
cable’s resistance to reflectance; thus, higher 
return loss is good just as lower reflectance is 
good.) High reflectance (low return loss) could be 
caused by a dirty or poorly jointed connector or a 

Outside wall of cable

Re�ection Outside wall of cable

Refraction

Fiber-optic cable

Fiber-optic cable

Outside wall of cable

Figure 2-14� A simple demonstration of 
reflection and refraction in a fiber-optic cable
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Cable Connectors
You’ve already learned about common connectors used 
to connect peripheral devices or charge computers, tab-
lets, smartphones, and similar devices, such as USB and 
Thunderbolt. Network cables also require standardized 
connectors with a specific number and location of pins 
as well as different sizes and orientations. Let’s explore 
the most common connectors used for each of the con-
ducted media types you studied in this section.

Twisted Pair Cable Connectors

Most twisted pair cables use RJ45 connectors while a 
few twisted pair standards require a special connector. 
There’s a bit more nuance to this statement that would 
be useful to dissect. The older standards, such as Cat 
5e, can use an inexpensive, usually plastic or lightly 
shielded RJ45 connector, as shown on the left side of 
Figure 2-16. Technically, these are 8P8C (8 pins 8 con-
ductors) connectors and are incorrectly but almost 
unanimously referred to as RJ45 throughout the indus-
try. The additional cable shielding on later categories 
requires a thicker, more heavily shielded connector like 
the one shown on the right side of Figure 2-16. Or they 
might use a specialty connector that is better designed 
to maximize the cable’s potential performance. These 
can be retrofitted to older equipment using specialty 
patch cables. Cat 8 Class 1 cables use shielded RJ45 
connectors that can work with older devices, while Cat 
8 Class 2 cables require a specialty connector that is 
compatible with Cat 7 connections. Although there is 
some flexibility for using connectors rated for one cate-
gory on a different category cable, you might experience 

decreased performance or increased crosstalk if the 
connector is not properly rated for the cable’s category.

Coaxial Connectors

Both common coaxial cable types RG-6 and RG-59 can 
terminate with the following connector types:

❯� F-connectors, as shown in Figure 2-17 (a), attach 
to coaxial cable so that the pin in the center of the 
connector is the conducting core of the cable. Con-
nectors are threaded and screwed together like a 
nut-and-bolt assembly. F-connectors are most often 
used with RG-6 cables.

Figure 2-15� An APC connector uses a small angle to redirect and 
reduce back reflection

UPC (Ultra Polished Connector)

APC (Angle Polished Connector)

broken fiber. Reflectance is also a natural outcome of 
the tips of traditional UPC (Ultra Polished Contact) con-
nectors and can be reduced by using an APC (Angled 

Physical Contact) connector instead. APCs incorporate 
a slight angle at the tip of the fiber core to reduce light 
reflection at the joint (see Figure 2-15).

Figure 2-16� Two common types of twisted pair con-
nectors: an unshielded RJ45 on a Cat 5e cable (left) and 
a shielded RJ45 on a Cat 8 cable (right)
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Fiber Connectors

You read earlier about the UPC and APC options for 
fiber connectors that alter the type and amount of 
back reflection. Fiber cables can also be classified 
according to the type of cable they’re used on (single 
mode vs. multimode) and according to the size of the  
ferrule. The ferrule is the extended tip of a connector 
that makes contact with the receptacle in the other 
connector, as shown in Figure 2-18. 

Table 2-3 summarizes the most used fiber connectors.

❯� A BNC connector, as shown in Figure 2-17 (b), is 
crimped, compressed, or twisted onto a coaxial 
cable. BNC stands for Bayonet Neill-Concelman, 
a term that refers to both an older style of con-
nection and its two inventors. A BNC connector 
connects to another BNC connector via a turn-
and-lock mechanism—this is the bayonet cou-
pling referenced in its name. BNC connectors 
are used with RG-59 cables and, less commonly, 
with RG-6. Today, F-connectors are much more 
common.

Figure 2-17� Two types of coaxial cable connectors: (a) F-connector and (b) BNC connector

Figure 2-18� A cap protects the ferrule when the connector is not in use
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Summary of Wired LAN 
Technologies
Table 2-4 summarizes the conducted media discussed 
in this chapter. Category 5 through 8 wires have been 
grouped together because they are typically used for 

local area and data networks. In almost all cases, max-
imum data rate and maximum transmission range are 
typical values and can be less or more, depending on 
environmental factors.

Before leaving the topic of conducted media, there’s one 
last important issue to address: the issue of right-of-way. 

Table 2-4� A summary of the characteristics of conducted media

Type of  
Conducted Medium Typical Use

Maximum  
Data Rate

Maximum  
Transmission Range Advantages Disadvantages

Twisted pair Cat 5, 
5e, 6, 6a, 7, 7a, 8

LANs 100 Mbps–
100 Gbps

100 m (328 feet) Inexpensive, 
versatile

Noise, security

Coaxial cable Cable TV, long-distance 
telephone, short-run 
computer system links

1 Gbps 5–6 kilometers  
(3–4 miles) (at lower 
data rates)

Low noise, multi-
ple channels

Security

LED fiber optic Data, video, audio, 
LANs

10 Gbps 300 meters (approx. 
1000 feet)

Secure, high 
capacity, low 
noise

Expensive 
interface but 
decreasing in 
cost

Laser fiber optic Data, video, audio, 
LANs, WANs, MANs

100s Gbps 100 kilometers 
(approx. 60 miles)

Secure, high 
capacity, very low 
noise

Expensive 
interface

Table 2-3� Common fiber connectors

Photo Connector Polish Ferrule Size Full-Duplex?
LC UPC, APC 1.25 mm Yes

ST UPC 2.5 mm No

SC UPC, APC 2.5 mm Can be

MTRJ N/A 2 fibers Yes

Source: Senko Advanced Components, Inc.

Source: Senko Advanced Components, Inc.

Source: Senko Advanced Components, Inc.

Source: Senko Advanced Components, Inc.
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Right-of-way is the legal capability of a business or a per -
son to install a wire or cable across someone else’s prop-
erty. If a business wants to install a cable between two 
buildings, and the business does not own the property 
in between the buildings, the business must receive the 
right-of-way from the owner of the in-between property. 
This right might be a simple permission, but it might also 
involve payment. As you will see in the following sections, 
wireless transmissions generally do not have to deal with 
right-of-way issues. This often provides a strong advantage 
for wireless media over conducted media. 

Remember this…
❯� Twisted pair cable in today’s networks contains 
four twisted pairs, or eight wires total. Slower net-
works require only two pairs while faster networks 
use all four pairs.

❯� More twists in each twisted pair reduces crosstalk. 
Increasing categories of twisted pair cables use 
tighter twists, increased shielding, and other char-
acteristics to offer increased data rates over 100-m 
segments.

❯� Cat 7 and Cat 7a cables must use specialty connec-
tors to reach their maximum performance bench-
marks. In contrast, Cat 8 cables can provide data 
rates rivaling fiber-optic cables at short distances 
(less than 30 m) and can use standard RJ45 connec-
tor types.

❯� Because of its good shielding properties, coaxial 
cable is good at carrying analog signals with a 
wide range of frequencies. Thus, coaxial cable can 
transmit large numbers of video channels, such as 
those found on the cable television services that 
are delivered into homes and businesses.

❯� The light source for a fiber-optic cable can be either 
a simple and inexpensive light-emitting diode (LED) 
or a more complex laser. The laser is much more 
expensive than the LED, and it can produce much 
higher data transmission rates, even exceeding 100 
Gbps (i.e., 100 billion bits per second) over several 
kilometers.

❯� Although fiber-optic cable still experiences noise 
as the light pulses bounce around inside the glass 
cable, this noise is significantly less than the noise 
generated in the metallic wire of twisted pair cables 
or coaxial cables. This lack of significant noise is 
one of the main reasons fiber-optic cable can trans-
mit data for such long distances.

❯� Single-mode transmission requires the use of a 
very thin fiber-optic cable and a very focused 
light source, such as a laser. Multimode trans-
mission uses a slightly thicker fiber cable and an 
unfocused light source, such as an LED. Corre-
spondingly, multimode transmission is less expen-
sive than single-mode transmission. LANs that 
employ fiber- optic cables often use multimode 
transmissions.

Self-check
	 4.	 What is the lowest category of twisted pair 

cable that can support Gigabit Ethernet?

a.	 Cat 5

b.	 Cat 5e

c.	 Cat 6

d.	 Cat 6a

	 5.	 What is a primary weakness of all types of 
twisted pair cable?

a.	 Cost

b.	 Difficult to install

c.	 Requires special connectors

d.	 Security

	 6.	 How fast can signals travel along a fiber-optic 
cable?

a.	 At the speed of sound

b.	 At or near 100 Gbps

c.	 At the speed of light

d.	 At or near 10 Gbps

Check your answers at the end of this chapter.

Section 2-3: Radiated 
Media on LANs
The introduction of this chapter lists a few types of 
wireless media used on LANs. Even though each of 
these types might be used by a different application, 
and different sets of frequencies are often assigned to 
each, all wireless media share the same basic technol-
ogy: the transmission of data using electromagnetic 
waves. Strictly speaking, in all these types of wireless 
technology, the actual medium through which the 
electromagnetic waves must travel is air or space. For 
the purposes of this discussion, however, the term 
“medium” includes the technology transmitting the 
signal. 
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This section will examine this growing technology and 
discuss each type of wireless media, along with their 
basic characteristics and application areas.

Wireless transmission became popular in the 1950s 
with AM radio, FM radio, and television. In 1962, trans-
missions were sent through the first orbiting satellite,  
Telstar. In the 70 or so years since wireless transmission 
emerged, this technology has spawned hundreds, if not 
thousands, of applications, some of which will be dis -
cussed in this chapter.

In wireless transmission, various types of electromag-
netic waves are used to transmit signals. Radio trans -
missions, satellite transmissions, visible light, infrared 
light, X-rays, and gamma rays are all examples of elec-
tromagnetic waves or electromagnetic radiation. In 
general, electromagnetic radiation is energy propa-
gated through space and, indirectly, through solid 
objects in the form of an advancing disturbance of 
electric and magnetic fields. In the case of, say, radio 
transmissions, this energy is emitted in the form of 
radio waves by the acceleration of free electrons, such 
as occurs when an electrical charge is passed through 
a radio antenna wire. The basic difference between var -
ious types of electromagnetic waves is their differing 
wavelengths, or frequencies, as shown in Figure 2-19. 

Note that all types of transmission systems such as 
AM radio, FM radio, television, cell phones, terrestrial 
microwaves, and satellite systems are all confined to rel-
atively narrow bands of frequencies. The FCC (Federal  
Communications Commission) keeps tight control over 
what frequencies are used by which application. The 
FCC will occasionally assign an unused range of fre-
quencies to a new application. At other times, the FCC 
will auction off unused frequencies to the highest bid-
der. The winner of the auction is then allowed to use 
those frequencies for the introduction of a product or 
service. It is important to note, however, that only so 
many frequencies are available to be used for applica-
tions. Thus, it is crucial that each application use its 
assigned frequencies as well as possible. Wi-Fi, as you 
will see, provides a good example of how an applica-
tion can use its assigned frequencies efficiently. Keep 
this conservative frequency allocation process in mind 
as you learn about six different areas of wireless com-
munication systems, beginning with one of the most 
popular: Wi-Fi.

Wi-Fi
A LAN that is not based primarily on physical wiring, but 
instead uses wireless transmissions between workstations, 
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Long-wave
radio

AM
radio

FM
radio,

TV

Cellular
telephone

Satellite
microwave

PCS
telephone

Terrestrial
microwave

Infrared
Visible
light

Ultraviolet
light

Gamma
rays

X-rays

Approximate frequencies

AM radio 105–106

FM radio, TV 107–108

Terrestrial microwave 108–109
  (x00 MHz–x GHz)

Cellular telephone 108  (800 MHz)
Satellite microwave 109

  (x GHz)
PCS telephone 109

  (2000 MHz or 2 GHz)
Infrared 1012–1014

Visible light 1014

Ultraviolet light 1015–1016

X-rays 1015–1020

Gamma rays 1018–1021

Figure 2-19� Electromagnetic wave frequencies
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is a wireless LAN, often referred to by the trademarked 
term Wi-Fi (wireless fidelity). By activating a transmitter/
receiver on a computer or mobile device, and similar hard-
ware on a device called an access point, it is possible to 
transmit data between a wireless client and network at 
speeds into the billions of bits per second. To create a 
wireless LAN, a few basic components are necessary:

❯� Wireless clients (also called stations), such as a 
laptop, workstation, or smartphone—A client has 
a special NIC that receives and transmits the wire-
less signals. 

❯� The wired LAN—This is the conventional network 
component that supports standard workstations, 
servers, and medium access control protocols. A 
vast majority of wireless networks are connected to 
wired LANs. 

❯� The access point or a wireless router—The access 
point is essentially the interface device between the 
wireless client and the wired LAN. The access point 
also acts as a switch/bridge and supports a medium 
access control protocol.

The workstation can be located anywhere within the 
acceptable transmission range. This acceptable range 
varies with the wireless technology used but typically 
falls somewhere between a few feet and several hundred 
feet. Wireless LANs are usually found in three basic con-
figurations, as follows: 

❯� The single-cell wireless LAN is illustrated in Figure 
2-20. At the center of the cell is the access point, 

which is connected to the wired LAN. All clients 
communicate with this one access point and com-
pete for the same set of frequencies. Wireless LAN 
standards call this cell a BSS (Basic Service Set).

❯� In the multiple-cell layout (see Figure 2-21), several 
cells are supported by multiple access points, as in a 
cellular telephone network. Clients communicate with 
the nearest access point and may move from one cell 
to another. Another way in which this configuration is 
like a mobile telephone cellular network is that each 
cell uses a different set of frequencies for communi-
cation between the client and the access point. The 
wireless LAN term for a collection of multiple Basic 
Service Sets is ESS (Extended Service Set). 

Workstations

Smartphone

Basic service set

LAN

Access point

Figure 2-20� A single-cell wireless LAN configuration

Local area
network

Workstations
Workstations

Extended
service set

Basic
service set

Basic
service set

Access
point

Access
point

Figure 2-21� A multiple-cell wireless LAN configuration
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57Section 2-3: Radiated Media on LANs

❯� With the peer-to-peer, or ad hoc, layout (see  
Figure 2-22), there is no access point at the center 
of a cell. Each client communicates directly with 
the other clients. A configuration like this may be 
found in an IoT mesh network in which all clients 
are transmitting and sharing information directly 
with each other. Due to the intercommunications 
between all clients, ad hoc LANs work best with 
small numbers of devices.

Wireless LAN Standards

When wireless LANs first appeared, organizations were 
slow to accept them. The approval of the IEEE 802.11 
wireless standard in June 1997 greatly helped with stan-
dardization of wireless networks and sped their growth 
and acceptance. The following list explores the pro-
gression of standards and 802.11 technology. Note that 
actual data transfer rates on wireless connections are 
roughly half or less of listed theoretical rates, due to 
noise interference. Consider the following standards:

❯� 802.11b, which was ratified in 1999 and has been 
retroactively named Wi-Fi 1, can transmit data at a 
theoretical rate of 11 Mbps using 2.4-GHz signals. 
That same year, 1999, the Wi-Fi Alliance was formed 
to serve as a global non profit association of several 
companies with a common interest in the standard-
ization of wireless LAN technologies.

❯� Also introduced in 1999, but not widely available 
commercially until a few years later, was 802.11a, 
which is now called Wi-Fi 2. It supports a theoreti-
cal rate of 54-Mbps transmissions using the 5-GHz 
frequency range. This range is less crowded than 
the 2.4 GHz range and so results in less interfer-
ence. However, signals at the 5-GHz frequency don’t 
travel as far and so these networks require more 
access points.

Smart TV

Smart
light bulb

Smart coffee
maker

Smart
speaker

Smart door
lockSmart environmental

controls

Figure 2-22� Many IoT devices can communicate with each other to expand their network 
coverage

Note
Why is 802.11a listed after 802.11b? While the 
802.11a task group was launched first and named 
802.11a, the 802.11b standard was completed first 
and was widely accepted in the market long before 
802.11a devices became readily available.

❯� 802.11g, introduced in 2002 and retroactively 
dubbed Wi-Fi 3, transmits data at a theoretical rate 
of 54 Mbps using the same 2.4-GHz frequencies 
used in 802.11b. 

❯� The IEEE 802.11n standard in 2007 brought some 
new technologies to the wireless LAN market. Now 
called Wi-Fi 4, 802.11n uses both the 2.4 GHz and  
5 GHz frequency ranges and has a theoretical maxi-
mum data rate of 600 Mbps with actual data rates of 
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roughly 100 to 145 Mbps. In order to support these 
higher speeds, this standard introduced a technol-
ogy called MIMO. MIMO (multiple input multiple 
output) is a technique in which both the mobile 
device and the access point have multiple, smart 
antennae that help to reduce signal interference 
and reflections. 

❯� Building on this success, 802.11ac (now called 
Wi-Fi 5) was published in December 2013 followed 
by an addendum for 802.11ac Wave 2 that was cer-
tified in 2016 and, later, an unofficial Wave 3 with 
additional improvements. This standard includes 
more advanced MIMO technology called MU-MIMO 
(multi-user MIMO), which supports MIMO trans-
missions to multiple wireless clients at one time. 
You’ll learn more about how MIMO and MU-MIMO 
work in Chapter 9. Other 802.11ac advancements 
include wider channels in the 5-GHz bandwidth (but 
does not use the 2.4 GHz range) and more advanced 
modulation techniques. Data rates may reach the 
Gigabit threshold. 

❯� The most current Wi-Fi standard with devices avail-
able on the market at the time of this writing is 
802.11ax, commonly called Wi-Fi 6, which operates 
in both the 2.4 GHz and 5 GHz frequency ranges. 
Improvements include further development of 
modulation and MU-MIMO technologies to increase 
data speeds and transmission distances. A tech-
nique called BSS coloring also reduces interference 
from neighboring Wi-Fi networks. While theoretical 
maximum speeds for 802.11ax reach near 10 Gbps, 
actual speeds are expected to run about 30–60% 
faster than Wi-Fi 5. More significantly, however, 
Wi-Fi 6 can support higher speeds for more network 

clients at the same time, which is particularly 
important for smart home environments with 
potentially dozens of IoT devices, or a stadium or 
conference center environment with hundreds or 
thousands of Wi-Fi clients.

❯� Building on the improvements of 802.11ax, Wi-Fi 6E  
will use the currently unlicensed 6 GHz frequency 
range. At a total of 1,200 MHz, this range is wider 
than either the 2.4 GHz (70 MHz wide) or 5 GHz 
(500 MHz wide) ranges, allowing for more available 
channels and much higher speed transmissions but 
at shorter distances.

Table 2-5 gives a brief summary of these Wi-Fi standards.

Table 2-5� Technical details for 802.11 wireless standards

Standard Frequency Band Maximum Theoretical Throughput Geographic Range

802.11b (Wi-Fi 1) 2.4 GHz 11 Mbps 100 m

802.11a (Wi-Fi 2) 5 GHz 54 Mbps 50 m

802.11g (Wi-Fi 3) 2.4 GHz 54 Mbps 100 m

802.11n (Wi-Fi 4) 2.4 GHz or 5 GHz 600 Mbps Indoor: 70 m Outdoor: 250 m

802.11ac (Wi-Fi 5) 5 GHz Wave 1 (3 data streams): 1.3 Gbps

Wave 2 (4 data streams): 3.47 Gbps

Wave 3 (8 data streams): 6.93 Gbps

Indoor: 70 m Outdoor: 250 m

802.11ax (Wi-Fi 6 and  
Wi-Fi 6E)

2.4 GHz or 

5 GHz or 

(Wi-Fi 6E only) 6 GHz

9.6 Gbps Indoor: 70 m Outdoor: 250 m

All Things Considered

Thought Experiment

Using a smartphone, install a free Wi-Fi detection app 
(such as Wifi Analyzer). Locate the wireless LANs on 
your campus or in your neighborhood, and then cre-
ate a map of these networks.

Bluetooth
The Bluetooth protocol is named after the Viking cru-
sader Harald Bluetooth, who unified several Danish 
tribes under a single government in the tenth century. 
Like its namesake, Bluetooth unites separate entities  
—such as mobile devices, computers, and accessories  
—under a single standard. It’s a wireless technology 
that uses low-power, short-range radio frequencies 
to communicate between two or more devices, such 
as the Bluetooth speaker shown in Figure 2-23. More 
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59Section 2-3: Radiated Media on LANs

specifically, Bluetooth uses the 2.4-GHz ISM (Industrial, 
Scientific, and Medical) band. 

The typical range for Bluetooth connections is deter -
mined by the class of the device, which is categorized 
according to the transmission power of the Bluetooth 
radio, as follows: 

❯� Class 1 devices, such as laptops and desktops, 
boast a 100-mW (milliwatt) signal that can reach up 
to 100 meters (328 feet). However, at these longer 
distances, data throughput is greatly reduced.

❯� Class 2 devices, such as headsets and smartphones, 
are typically limited to distances of 10 meters  
(33 feet) with a 2.5-mW signal. 

❯� Class 3 devices, such as a wireless keyboard, use a 
1-mW signal and are intended to be used within a 
few meters of each other.

Bluetooth is not a line-of-sight technology and is capa-
ble of transmitting through nonmetallic objects such 
as walls. While a device that is transmitting Bluetooth 
signals can be carried in a pocket, bag, or briefcase 
and still maintain a connection, these obstacles will 
reduce the signal’s range and throughput. The first Blue-
tooth standard was capable of data transfer rates up to 
roughly 700 Kbps. Later standards continued to increase 

the data rates with the most recent version 5.2, released 
in early 2020, bursting to 2 Mbps at short distances. The 
available theoretical range of the latest Bluetooth long-
range configuration also increased to 400 meters, which 
is a massive increase over Bluetooth 4.2’s 100 meters. 
Other upgrades included in the latest versions reduce 
the power needed for IoT devices and add the capabil-
ity of transmitting an audio signal to two headphones or 
two speakers at one time.

The most interesting aspect of Bluetooth is the list of 
applications that benefit from such a short-range trans-
mission technology. Among many others, these applica-
tions include: 

❯� Wireless transmission between a smartphone and 
earbuds

❯� Transmissions between a smartphone and 
computer

❯� Transmissions between peripheral devices (such as 
a keyboard and mouse) and a computer

❯� Wireless transmissions between a smartphone and 
an automobile, house, or workplace

To appreciate the potential power of Bluetooth technol-
ogy, consider the following, more descriptive examples: 

❯� You can automatically synchronize all email mes-
sages between your smartphone and your desktop/
laptop computer.

❯� As you approach your car, your smartphone will tell 
the car to unlock its doors and change the radio to 
your favorite station.

❯� As you walk up to the front door of your house, 
your smartphone will instruct your house to unlock 
the front door, turn on the lights, and turn on an 
entertainment system.

❯� As you sit in a business meeting, your smartphone/
laptop will wirelessly transmit your slide presenta-
tion to a projector and your notes to each partici-
pant’s smartphone/laptop.

Zigbee
Zigbee is a relatively new wireless technology supported 
by the IEEE 802.15.4 standard. It’s designed for data 
transmission between smaller, often embedded, devices 
that require low data transfer rates (20–250 Kbps)  
and corresponding low power consumption. While these 
speeds seem particularly low in comparison to Wi-Fi or 
wired connections, Zigbee works well for connections 

Figure 2-23� A Bluetooth speaker connected to a 
nearby smartphone
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that communicate short signals to indicate status 
(such as a powered-on state), communicate a detected 
condition (such as water on the floor), or command a 
configuration change (such as unlocking a door). The 
Zigbee Alliance states that Zigbee is ideal for applica-
tions such as home and building automation (heating, 
cooling, security, lighting, and smoke and CO detectors), 
industrial control, automatic meter reading, and medi-
cal sensing and monitoring. It operates in the ISM radio 
band and requires very little software support and very 
little power. In fact, power consumption is so low that 
some suppliers claim their Zigbee-equipped devices will 
last multiple years on the original battery.

An interesting aspect of Zigbee is how devices are able 
to keep power consumption low. Zigbee employs two 
techniques in particular, as follows:

❯� Using mesh communications, not all the devices 
transmit directly to a single receiver. Instead, each 
device transmits its signal to the next closest  
Zigbee device, which in turn can pass this signal 
on to the next device. Each of these connections is 
called a hop, and each hop can typically jump 6–12 
meters (20–40 feet) across potentially hundreds 
of hops. Eventually, the destination receiver will 
be reached, and an action will take place. Because 
transmission distances are typically shorter in a 
mesh configuration, less power is needed to trans-
mit the signal. Interestingly, only devices plugged 
into a power source (not battery-powered) are used 
for repeating signals across the mesh network.

❯� Zigbee-enabled devices do not need to constantly 
communicate with other devices. When not trans-
mitting a signal to a receiver, the device can put itself 
to sleep. When someone or something activates 
a device with Zigbee, the Zigbee circuit wakes up, 
transmits the signal, and then goes back to sleep.

different application area: Bluetooth is best at replac -
ing cables for short distances, while Zigbee is good at 
sending low-speed and low-power signals over short to 
medium distances.

Other Wireless Technologies  
in a LAN Environment
Three additional wireless technologies worth mention-
ing are infrared, ultra-wideband, and near-field com-
munication transmissions. All three of these wireless 
technologies can be found in some smartphones for var -
ious purposes, and they also fill roles in other areas of a 
corporate, home, or personal network.

Infrared (IR)

IR (infrared) is a special form of radio transmission that 
uses a focused ray of light in the infrared frequency range 
(1012–1014 MHz), which is just below the spectrum visible 
to the human eye. This focused ray of infrared informa-
tion is sent from transmitter to receiver over a line-of-
sight transmission. Usually these devices are no more 
than 10 meters (33 feet) apart, but infrared systems that 
can transmit up to 2–3 kilometers (1–2 miles) do exist.

IR is an old technology that has become new again. 
IR systems were often associated with media remote 
controls, laptop computers, handheld computers, 
peripheral devices such as printers and fax machines, 
digital cameras, and even children’s handheld electronic 
games. Bluetooth has eclipsed IR in most of these use 
cases, although IR continues to play a key role in remote 
controls for multimedia devices. Just as IR was about to 
fade into history, modern networks gave new purpose to 
this technology in the context of IoT sensors. These IoT 
sensors can collect the following information: 

❯� Presence or level of liquid, based on the quality of a 
reflection

❯� Variations in reflections from skin caused by varia-
tions in blood flow, which can be used to monitor 
heart rate

❯� Proximity to a device, which can trigger an action 
such as steering a vehicle away from an obstacle 
(see Figure 2-24)

❯� Commands from a control device, such as a game 
or TV remote control

In each of these examples, data is collected from the sen -
sor but might be transmitted to a control device using 

Note
According to the Zigbee Alliance, the protocol’s name 
comes from the zig zag dance bees use to commu-
nicate with each other on where to find food. The 
communication between devices that establishes and 
maintains the mesh network is based on this principle 
of intercommunication to establish relative distances 
and connections.

While many people confuse Zigbee with Bluetooth, it’s 
interesting to notice that each technology targets a 
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61Section 2-3: Radiated Media on LANs

some other data transmission technology. When IR is 
used for data transmission, the transmitter and receiver 
are within the same room or a short distance apart, and 
there must be a line-of-sight connection between the two.

Ultra-Wideband (UWB)

Like IR, UWB (ultra-wideband) is an old technology find-
ing new life in IoT, and like Zigbee, it’s also based on the 
IEEE 802.15.4 standard. UWB transmits data over a wide 
range of frequencies rather than limiting transmissions 
to a narrow, fixed band of frequencies. The interesting 
aspect about transmitting over a wide range of frequen-
cies is that some of those frequencies are used by other 
sources, such as cellular phone systems. So do UWB sig-
nals interfere with signals from these other sources? Pro-
ponents of UWB claim that, even though a wide range of 
frequencies is used, UWB transmits at power levels low 
enough that other sources should not be affected. Oppo-
nents of UWB argue that this is not correct—that UWB 
transmissions do affect other sources and, thus, should 
be carefully controlled. Despite this interference issue, 
UWB can support speeds up to 100 Mbps over local dis-
tances such as those found in wireless LANs. 

So where are UWB signals used? You might find them in 
wireless systems that transfer data from a video camera 
to a computer or send pictures directly from a digital 

camera to a printer. Smartphone manufacturers, such 
as Apple, are beginning to add UWB to mobile devices 
for more precise location discovery. Perhaps one of the 
most interesting applications of UWB is systems that 
can see through walls. For example, these systems help 
firefighters detect humans within a burning building.

Near-Field Communication (NFC)

NFC (near-field communication) is a newcomer to the 
wireless market. It is used in very close proximity data 
transfers (usually less than 4 cm), often with the two 
devices touching each other. Rather than using radio 
transmission frequencies like Bluetooth, NFC uses mag-
netic induction as is commonly found with radio fre-
quency ID (RFID) card readers, which are used in mass 
transit fare card systems. A common example of NFC is 
the transfer of data, such as photos or contact informa-
tion, from one smartphone to another, or in contactless 
payment systems, such as Apple Pay and Google Pay 
digital wallets. 

Passive NFC chips with no power source of their own can 
also be embedded in business cards, stickers, posters, or 
keychain tags (see Figure 2-25) to hold small amounts of 
information, such as a link to an app or a business’s web-
site. These tags can even be used to trigger tasks on your 
phone, such as disabling Wi-Fi when you get into your car 

Figure 2-24� Designers of self-driving cars are experimenting with IR-based camera technologies to help 
the car detect objects and their movement even in low visibility conditions, such as fog or darkness, where 
regular cameras are insufficient
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62 Chapter 2 Conducted and Radiated Media 

or muting the ringer when you walk through your front 
door. These passive tags collect power wirelessly from a 
nearby smartphone or other device by magnetic induc -
tion. When power is introduced to the NFC tag by the 
receiving device’s proximity, the tag transmits its data, up 
to 32 KB depending on the tag’s type.

Summary of Wireless LAN 
Technologies
Table 2-6 summarizes the wireless media discussed 
here, including the typical use, maximum data transfer 

Figure 2-25� These programmable NFC tags have 
sticky backs for attaching to a flat surface like a wall, 
desk, or car dashboard

Table 2-6� Summary of wireless media

Type of Wireless 
Medium Typical Use

Maximum Data 
Transfer Rate

Typical transmission 
Range Advantages Disadvantages

Wi-Fi Local area  
networks

10 Gbps 45–90 meters (150–300 
feet)

Relative ease of use Several standards

Bluetooth Short-distance 
transfer

2 Mbps A few feet to 100 
meters (328 feet) 
depending on device 
class

Universal protocol Limited distances

Zigbee Short-to-medium 
distance, low- 
speed transfers

250 Kbps Almost unlimited dis-
tance (mesh)

Low power Low transfer 
speeds

IR Short-distance  
data transfer

Varies by  
protocol used

10 meters (33 feet) Fast, inexpensive, 
secure

Short distances, 
line of sight

UWB Short-distance, 
high-speed trans-
fers; location 
discovery

100 Mbps 100 meters (328 feet) High speed, not 
restricted to fixed 
frequencies

May interfere with 
other sources

NFC Very short 
distance data 
transfer

424 Kbps About 4 cm High-speed con-
nections; allows 
for passive devices 
with no internal 
power supply

Very limited 
distance

rate, maximum transmission range, advantages, and dis-
advantages of each.

Now that you are familiar with the categories and types 
of wireless and conducted media available, you need 
to understand the criteria to consider when choosing 
media for a specific network application. 

Remember this…
❯� Wireless media rely on various types of electro-
magnetic waves to transmit signals. In general, 
electromagnetic radiation is energy propagated 
through space and, indirectly, through solid 
objects in the form of an advancing disturbance 
of electric and magnetic fields. Electromagnetic 
waves can be identified by their wavelengths, or 
frequencies.

❯� A wireless LAN, often referred to by the trade-
marked term "Wi-Fi," consists of three primary 
components: wireless clients, a wired LAN, and an 
access point or wireless router.

❯� The most recent Wi-Fi standards offer several 
technologies to increase data throughput, such 
as MU-MIMO (MIMO transmissions for multiple 
wireless clients at one time), wider channels in 
the 5-GHz and 6-GHz bandwidths, more advanced 
modulation techniques, and BSS coloring to 
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63Section 2-4: Media Selection Criteria

reduce interference from neighboring Wi-Fi 
networks.

❯� Bluetooth uses the 2.4-GHz ISM (Industrial, Scientific, 
and Medical) band to reach ranges in three different 
device classes: Class 1 (up to 100 meters), Class 2 
(up to 10 meters), and Class 3 (3–5 meters).

❯� Zigbee is designed for data transmission between 
smaller, often embedded, devices that require low 
data transfer rates (20–250 Kbps) and correspond-
ing low power consumption. 

❯� IR continues to be used in remote control devices 
and has found new life in IoT devices, which use IR 
(infrared) to collect data from sensors.

❯� Smartphone manufacturers, such as Apple, are 
beginning to add UWB (ultra-wideband) to mobile 
devices for more precise location discovery.

❯� NFC (near-field communication) is used in very 
close proximity data transfers (usually less than 
4 cm), often with the two devices touching each 
other. Rather than using radio transmission fre-
quencies like Bluetooth, NFC relies on magnetic 
induction.

Self-check
	 7.	 You’re at school and trying to connect your 

smartphone to the school’s wireless network, 
but your phone is not detecting a good signal. 
What device do you need to move closer to so 
you can get a stronger Wi-Fi signal?

a.	 Access point

b.	 Router

c.	 Workstation

d.	 Switch

	 8.	 Which of these 802.11 standards uses only the  
5 GHz band?

a.	 802.11g

b.	 802.11n

c.	 802.11ac

d.	 802.11ax

	 9.	 Your new Bluetooth earbuds are listed as a 
Class 3 Bluetooth device. About how far away 
can you move from your smartphone sitting on 
your desk without losing a quality connection 
with your earbuds?

a.	 100 meters

b.	 30 meters

c.	 10 meters

d.	 3 meters

Check your answers at the end of this chapter.

Section 2-4: Media 
Selection Criteria
When designing or updating a computer network, select-
ing one type of medium over another is an important 
issue. Computer network projects have performed 
poorly and possibly even failed as a result of a poor 
decision about the appropriate type of medium. Fur -
thermore, it is worth noting that the purchase price 
and installation costs for a particular medium are often 
the largest costs associated with computer networks. 
Once the time and money have been spent installing 
a particular medium, a business must use the chosen 
medium for a number of years to recover these initial 
costs. In short, the choice of medium should not be 
taken lightly. Assuming you have the option of choosing 
a medium, you should consider many media selection 
criteria before making that final decision. The principal 
factors you should consider in your decision include 
cost, speed, expandability and distance, environment, 
and security. The following discussion will consider 
these factors in relation to twisted pair cable, fiber-optic 
cable, Wi-Fi, and Bluetooth, which are the primary LAN 
media technologies.

Finally, keep in mind the issues of right-of-way and line-
of-sight. Right-of-way involves the ability to place a 
physical cable over public property or someone else’s 
private property. If you don’t have the right-of-way, you 
cannot install any cabling. Line-of-sight deals with wire-
less signals. Some forms of wireless signals can only 
operate when the transmitter and receiver are within 
line-of-sight of each other. 

Cost
Costs are associated with all types of media, and there 
are different types of costs. For example, purchasing 
twisted pair cable is generally less expensive than 
fiber-optic cable. To make a cost-effective selection 
decision, however, it is necessary to consider more 
than just the initial cost of the cable—you must also 
consider the cost of the supporting devices that origi-
nate and terminate the cables, the installation cost, and 
the price-to-performance ratio. For example, twisted 
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64 Chapter 2 Conducted and Radiated Media 

pair cable is typically the least expensive medium to 
purchase. Each wire usually ends with a small mod-
ular jack that is mostly plastic and very inexpensive, 
costing only pennies each. Installation of twisted pair 
is typically straightforward, but it can still be costly 
depending upon the particular installation environ-
ment and who does the installation.

In comparison, fiber-optic cable, if purchased with two 
conductors and in bulk, is more expensive than twisted 
pair cable. The connectors that terminate fiber-optic 
cables are, as previously stated, more expensive than 
those of twisted pair. More importantly, if you need to 
connect a fiber-optic cable to a non-fiber-optic cable or 
device, the cost increase is even more dramatic because 
you must convert light pulses to electric signals and vice 
versa. Fiber-optic cable installation costs also tend to be 
higher than that of twisted pair cable. Consider, how-
ever, the price-to-performance ratio of fiber-optic cable 
compared to that of twisted pair cable. Although fiber 
is more expensive to purchase and install, it has the 
greatest transmission capabilities with the least amount 
of noise. Which is more important: saving money on the 
purchase of your cabling, or having cabling that is capa-
ble of very high transmission speeds?

In many cases, it is not possible to install your own 
cabling. For example, if you have two buildings that are 
separated by a public street, you might not have any way 
to connect a cable from one building to the other. Even if 
there were an overhead or underground passage through 
which a cable could be drawn, do you own the passage? 
In other words, you might not have the right-of-way to 
install the cables. If the passage is not yours, will the 
owner of the passage allow you to run cables through it? 
And if so, what will be the cost to you? If it is not possible 
or feasible to install your own cables, you might consider 
some form of wireless transmission. Or you might con-
sider contacting a local telecommunications service pro-
vider (such as the local telephone company) to see what 
options are available (more on this in Chapter 10).

Each type of medium has the additional cost of mainte-
nance. Will a certain type of wire last for x  years when 
subjected to a particular environment? This is a difficult 
question to answer, but it should be asked of the com-
pany supplying the cable. Whereas it is easy to browse 
catalogs and learn the initial costs of a particular type of 
cable, it is more difficult to determine the maintenance 
costs two, five, or ten years down the road. Too often, 
overfocusing on initial cost inhibits decision makers 
from taking long-term maintenance cost into account 
and, therefore, considering better types of media.

Speed
To evaluate media properly, you need to consider 
expected speeds in the real world, not just theoreti-
cal maximums. Recall that data transmission speed is 
the number of bits per second that can be transmitted. 
The actual bits per second for a particular medium 
depends proportionally on the effective bandwidth of 
that medium, the distance the data must travel, and 
the environment through which the medium must pass 
(noise). If one of the requirements of the network you 
are designing is a minimally acceptable data transmis-
sion speed, then the medium you choose has to sup-
port that speed under realistic conditions. 

This issue might sound trivial, but it is complicated by 
the difficulty of predicting network growth. Although a 
chosen medium might support a particular level of traf -
fic at the moment, the medium might not be able to sup-
port a future addition of new users or new applications 
at the required speeds. Thus, careful planning for future 
growth is necessary for proper network support (you’ll 
look at this issue in more detail in Chapter 11).

Expandability and  
Distance
Certain media lend themselves more easily to expansion. 
Twisted pair cable is easier to expand than fiber-optic 
cable. Fiber-optic connectors are elaborate, and joining 
two pieces of fiber-optic cable requires special training, 
practice, and the proper set of sophisticated tools.

Another expandability-related consideration is that most 
forms of twisted pair can operate for only 100 meters 
(328 feet) before the signal requires regeneration. Some 
forms of fiber-optic cable can extend for many miles 
before regeneration of the signal is necessary.

When considering expandability, do not forget the right-
of-way issue. If you are trying to run a cable across land 
that does not belong to you, you must obtain permission 
from the landowner. Sometimes that permission might 
not be granted, and sometimes you might get the permis-
sion but have to pay a recurring fee to the landowner.

If you expect to create a system that might expand in the 
future, it is worthwhile to consider using a medium that 
can expand at a reasonable cost. Note, however, that the 
expansion of a system is, many times, determined more 
by the design of the system and the use of the support-
ing electronic equipment than by the selection of a type 
of medium.
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Environment
Another factor that must be considered in the media 
selection process is the environment. Many types of 
environments are hazardous to certain media. Industrial 
environments with heavy machinery produce electro-
magnetic radiation that can interfere with improperly 
shielded cables. If your cabling might be traveling 
through an electromagnetically noisy environment, you 
should consider using shielded cable or fiber-optic cable.

Wireless transmission also can be disrupted by electro -
magnetic noise and interference from other transmis-
sions. Wi-Fi standards must be selected carefully for 
their resistance to other signal types being used in the 
area as well as their ranges and the density of access 
points needed. Before selecting a medium, it is import-
ant to know the medium’s intended environment and be 
aware of how this environment might influence or inter -
fere with transmissions.

Security
If data must be secure during transmission, it is import-
ant that the medium not be easy to tap. Conducted 
media, even fiber-optic cable, can be wiretapped, 
meaning someone can “listen” to the signal traveling 
through the cable. Wireless communications also can 
be intercepted. Fortunately, there are means of improv-
ing the data security of both conducted and radiated 
media. Encryption and decryption software can be 
used with both types of media, making them virtually 
impervious to interception. Encryption techniques will 
be discussed in detail in Chapter 8.

This chapter surveyed common options for wired and 
wireless media on a LAN. As you read at the beginning 
of the chapter, WAN media will be covered later in  
Chapters 9 and 10. In the meantime, you’re ready to 
learn the intricacies of how data is converted to signals 
and how signals are transmitted across these media. 
Chapter 3 will tackle these topics in detail. 

Remember this…
❯� To make a cost-effective selection decision, it is 
necessary to consider more than just the initial 
cost of the cable—you must also consider the 
cost of the supporting devices that originate and 
terminate the cables, the installation cost, and the 
price-to-performance ratio.

❯� Data transmission speed is the number of bits 
per second that can be transmitted. The actual 
bits per second for a particular medium depends 
proportionally on the effective bandwidth of that 
medium, the distance the data must travel, and 
the environment through which the medium must 
pass (noise).

❯� An important expandability-related consideration 
is that most forms of twisted pair can operate for 
only 100 meters (328 feet) before the signal requires 
regeneration. Some forms of fiber-optic cable can 
extend for many miles before regeneration of the 
signal is necessary.

❯� If your cabling might be traveling through an elec-
tromagnetically noisy environment, you should 
consider using shielded cable or fiber-optic cable. 
Wi-Fi standards must also be selected carefully for 
their resistance to other signal types being used in 
the area as well as their ranges and the density of 
access points needed.

❯� If data must be secure during transmission, it is 
important that the medium not be easy to tap. 
Conducted media, even fiber-optic cable, can be 
wiretapped, and wireless communications also can 
be intercepted. Encryption and decryption software 
can be used with both types of media, making them 
virtually impervious to interception.

Self-check
1.	 Which of these network media is most resistant 

to EMI generated by a factory’s manufacturing 
equipment?

a.	 Bluetooth 5.2

b.	 Cat 8 twisted pair cable

c.	 802.11 ax Wi-Fi

d.	 Multimode fiber-optic cable

2.	 When installing a fiber-optic network, which fac-
tor will present the greatest concern relative to 
other media options?

a.	 Security

b.	 Cost

c.	 Environment

d.	 Speed

Check your answers at the end of this chapter.
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Summary

Section 2-1: Cabling Standards

❯� All interface standards have two basic characteris-
tics: They have been created and approved by an 
acceptable standards-making organization, and they 
can consist of one to four components, which include 
an electrical component, a mechanical component, a 
functional component, and a procedural component.

❯� USB is a relatively thin, space-saving cable to which 
devices can be added and removed while the 

computer and peripheral are active. It is hot plugga-
ble, supports daisy-chaining, offers the ability to pro-
vide electrical power, and is a full-duplex connection.

❯� Thunderbolt uses the USB-C connector but provides 
a theoretical data rate of 40 Gbps. Lightning is an 
Apple-proprietary standard that is smaller than a 
USB-C connector and is also reversible.

Section 2-2: Conducted Media
❯� Twisted pair cable in today’s networks contains four 
twisted pairs, or eight wires total. Slower networks 
require only two pairs while faster networks use all 
four pairs.

❯� More twists in each twisted pair reduces crosstalk. 
Increasing categories of twisted pair cables use tighter 
twists, increased shielding, and other characteristics 
to offer increased data rates over 100-m segments.

❯� Cat 7 and Cat 7a cables must use specialty connectors 
to reach their maximum performance benchmarks. In 
contrast, Cat 8 cables can provide data rates rivaling 
fiber-optic cables at short distances (less than 30 m) 
and can use standard RJ45 connector types.

❯� Because of its good shielding properties, coaxial cable 
is good at carrying analog signals with a wide range 
of frequencies. Thus, coaxial cable can transmit large 
numbers of video channels, such as those found on 
the cable television services that are delivered into 
homes and businesses.

❯� The light source for a fiber-optic cable can be either 
a simple and inexpensive light-emitting diode (LED) 

or a more complex laser. The laser is much more 
expensive than the LED, and it can produce much 
higher data transmission rates, even exceeding 100 
Gbps (i.e., 100 billion bits per second) over several 
kilometers.

❯� Although fiber-optic cable still experiences noise as 
the light pulses bounce around inside the glass cable, 
this noise is significantly less than the noise generated 
in the metallic wire of twisted pair cables or coaxial 
cables. This lack of significant noise is one of the main 
reasons fiber-optic cable can transmit data for such 
long distances.

❯� Single-mode transmission requires the use of a 
very thin fiber-optic cable and a very focused light 
source, such as a laser. Multimode transmission uses 
a slightly thicker fiber cable and an unfocused light 
source, such as an LED. Correspondingly, multimode 
transmission is less expensive than single-mode trans-
mission. LANs that employ fiber-optic cables often use 
multimode transmissions.

Section 2-3: Radiated Media on LANs

❯� Wireless media rely on various types of electromag-
netic waves to transmit signals. In general, electro-
magnetic radiation is energy propagated through 
space and, indirectly, through solid objects in the 
form of an advancing disturbance of electric and 

magnetic fields. Electromagnetic waves can be identi-
fied by their wavelengths, or frequencies.

❯� A wireless LAN, often referred to by the trademarked 
term "Wi-Fi," consists of three primary components: 
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For definitions of key terms, see the Glossary near the end of the book.

Key Terms

wireless clients, a wired LAN, and an access point or 
wireless router.

❯� The most recent Wi-Fi standards offer several technol-
ogies to increase data throughput, such as MU-MIMO 
(MIMO transmissions for multiple wireless clients 
at one time), wider channels in the 5-GHz and 6-GHz 
bandwidths, more advanced modulation techniques, 
and BSS coloring to reduce interference from neigh-
boring Wi-Fi networks.

❯� Bluetooth uses the 2.4-GHz ISM (Industrial, Scientific, 
and Medical) band to reach ranges in three different 
device classes: Class 1 (up to 100 meters), Class 2 (up 
to 10 meters), and Class 3 (3–5 meters).

❯� Zigbee is designed for data transmission between 
smaller, often embedded, devices that require low 

data transfer rates (20–250 Kbps) and corresponding 
low power consumption. 

❯� IR continues to be used in remote control devices and 
has found new life in IoT devices, which use IR (infra-
red) to collect data from sensors.

❯� Smartphone manufacturers, such as Apple, are begin-
ning to add UWB (ultra-wideband) to mobile devices 
for more precise location discovery.

❯� NFC (near-field communication) is used in very  
close proximity data transfers (usually less than  
4 cm), often with the two devices touching each other. 
Rather than using radio transmission frequencies like 
Bluetooth, NFC uses magnetic induction.

Section 2-4: Media Selection Criteria

❯� To make a cost-effective selection decision, it is nec-
essary to consider more than just the initial cost of 
the cable—you must also consider the cost of the 
supporting devices that originate and terminate  
the cables, the installation cost, and the  
price-to-performance ratio.

❯� Data transmission speed is the number of bits per 
second that can be transmitted. The actual bits per 
second for a particular medium depends proportion-
ally on the effective bandwidth of that medium, the 
distance the data must travel, and the environment 
through which the medium must pass (noise).

❯� An important expandability-related consideration is 
that most forms of twisted pair can operate for only 
100 meters (328 feet) before the signal requires regen-
eration. Some forms of fiber-optic cable can extend 

for many miles before regeneration of the signal is 
necessary.

❯� If your cabling might be traveling through an electro-
magnetically noisy environment, you should consider 
using shielded cable or fiber-optic cable. Wi-Fi stan-
dards must also be selected carefully for their resis-
tance to other signal types being used in the area as 
well as their ranges and the density of access points 
needed.

❯� If data must be secure during transmission, it is 
important that the medium not be easy to tap. All con-
ducted media, except fiber-optic cable, can be wire-
tapped easily, and wireless communications also can 
be intercepted. Encryption and decryption software 
can be used with both types of media, making them 
virtually impervious to interception.

802.11a

802.11ac

802.11ax

802.11b

802.11g

802.11n

access point

attenuation

backbone

Bluetooth

BSS (Basic Service Set)

Cat 5 (Category 5)

Cat 5e (Enhanced Category 5)

Cat 6 (Category 6)

Cat 6a (Augmented Category 6)

Cat 7 (Category 7)

Cat 7a (Augmented Category 7)

Cat 8 (Category 8)
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1.	 Just as you’re about to connect your printer to 
your computer with a USB cable, your coworker 
walks in the room and says you must shut down 
your computer first. What USB feature is your 
coworker apparently not aware of?

a.	 Daisy-chaining

b.	 Hot pluggable

c.	 Power delivery

d.	 Full-duplex communication

2.	 What is one advantage USB-C offers over earlier 
standards?

a.	 Reversible plug

b.	 Power delivery

c.	 Backwards compatibility

d.	 Full-duplex connection

3.	 As you shop for a new Apple device, which of the 
following ports are you likely to find as options on 
most of these devices? Choose two.

a.	 Lightning

b.	 Coaxial

c.	 MTRJ

d.	 Thunderbolt

4.	 What characteristic of twisted pair cable reduces 
crosstalk within the cable?

a.	 External shielding

b.	 Connector type

c.	 Distance limitations

d.	 Twisted wires

5.	 Your small business has a network at each of two 
buildings that both use twisted pair cable. You’ve 
decided to connect these two networks, however, 
they’re about 150 meters apart. How can you best 
get a stable signal between the two locations with 
at least Gigabit Ethernet speeds and without unnec-
essary expense?

a.	 Upgrade all network cabling to Cat 8.

b.	 Use coaxial cable for the link between 
networks.

c.	 Use fiber-optic cable for the link between 
networks.

d.	 Install a repeater between the two locations 
with Cat 5e cable.

6.	 Which category of twisted pair cable cur -
rently available for sale offers the fastest data 

coaxial cable

crosstalk

daisy-chaining

de facto standard

electrical component

EMI (electromagnetic interference)

ESS (Extended Service Set)

fiber-optic cable

full-duplex connection

functional component

half-duplex connection

hot pluggable

insertion loss

interfacing

IR (infrared)

Lightning

mechanical component

MIMO (multiple input multiple 
output)

multimode transmission

MU-MIMO (multi-user MIMO)

NFC (near-field communication)

plenum

procedural component

proprietary

reflectance

reflection

refraction

repeater

right-of-way

RJ45 connector

single-mode transmission

STP (shielded twisted pair)

throughput

Thunderbolt

twisted pair cable

USB (Universal Serial Bus)

UTP (unshielded twisted pair)

UWB (ultra-wideband)

Wi-Fi (wireless fidelity)

Wi-Fi 5

Wi-Fi 6

Wi-Fi 6E

wireless LAN

Zigbee

Review Questions
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rates while using backwards compatible RJ45 
connectors?

a.	 Cat 6

b.	 Cat 6a

c.	 Cat 7a

d.	 Cat 8

7.	 How many pairs of wires are required for Gigabit 
Ethernet?

a.	 1

b.	 2

c.	 4

d.	 8

8.	 As you’re planning a cabling installation for a new 
office location, you notice the drop ceilings and 
realize this will help installation go faster than hav-
ing to fish cable through the walls. What special 
cable rating must you be sure to budget for?

a.	 Backbone

b.	 EMI

c.	 Gigabit Ethernet

d.	 Plenum

9.	 What is the primary use for coaxial cable on 
today’s networks?

a.	 LAN networking

b.	 Multimedia transmission

c.	 WAN networking

d.	 Digital data transmission

10.	 True or False: Transmissions on fiber-optic cable 
do not suffer from noise interference.

11.	 Which light source would provide the best perfor-
mance for a fiber-optic connection?

a.	 Infrared

b.	 Laser

c.	 LED

d.	 Lightning

12.	 You just purchased a new home router. As you start 
setting it up, part of the setup requires you to assign a 
name to your 5-GHz wireless network. What wireless 
LAN characteristic does this name define?

a.	 Frequency

b.	 ESS

c.	 Data rate

d.	 BSS

13.	 Your company is setting up a Wi-Fi network for a 
school where multiple user devices need to be able 
to download files at the same time to reduce con-
gestion. What is the minimum Wi-Fi standard that 
can accomplish this goal?

a.	 802.11n

b.	 802.11ac

c.	 Wi-Fi 6

d.	 Wi-Fi 6E

14.	 Which of the following is not a frequency range 
used by modern Wi-Fi?

a.	 1.2 GHz

b.	 2.4 GHz

c.	 5 GHz

d.	 6 GHz

15.	 Which of the following characteristics applies to 
NFC but not Bluetooth?

a.	 Short-range transmission

b.	 Low power demand

c.	 Wireless power transfer

d.	 Data transfer capability

16.	 Which wireless signal type would work best to con-
trol a garage door opener?

a.	 IR

b.	 Wi-Fi

c.	 NFC

d.	 Zigbee

17.	 Which of the following applications most likely 
uses infrared?

a.	 Persistent connection between  
surround-sound speakers and controller hub

b.	 Sending a print job from a smartphone to a 
nearby printer

c.	 Auto-transmission of payment information at 
a self-checkout register

d.	 Safety feature to stop an automatic garage 
door from closing

18.	 Which of the following transmission media offers 
the fastest potential data transfer rates?

a.	 Bluetooth 5.2

b.	 Wi-Fi 5

c.	 Cat 5 cable

d.	 USB 2.0

19.	 Which of the following transmission media pro-
vides the most security in transit?

a.	 LED fiber optic

b.	 Wi-Fi 6E

c.	 Cat 8 cable

d.	 USB 3.2

20.	 Which of the following wireless transmission media 
cannot transmit through solid objects?

a.	 Zigbee

b.	 Bluetooth

c.	 IR

d.	 UWB
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Install and Use Cisco Packet Tracer
Estimated time: 	1 hour

Resources:
❯� A computer and user account with application installation rights

❯� Internet access

❯� Context:
The Cisco Networking Academy website provides many useful tools for advancing your networking education. One of 
those tools is a network simulator called Packet Tracer. In this project, you download and install Packet Tracer and 
take a tour of the simulator interface. This version of Packet Tracer is free to the public, and your school does not 
have to be a member of Cisco’s Networking Academy for you to download and use it. 

In later projects, you’ll return to Packet Tracer to build networks and even learn some basic Cisco IOS commands. 
Cisco IOS (Internetworking Operating Systems) is the operating system used on Cisco networking devices, such as 
routers and switches, with minor variations in the specific IOS for each different type of device. Many other manufac-
turers of networking devices use the same or similar commands, and those that use different commands typically use 
very similar functions, even if they call it something a little different.

To get the Packet Tracer download, you must first sign up for the free Introduction to Packet Tracer online course on 
the Cisco Networking Academy website. Complete the following steps to create your account:

1.	 Go to netacad.com/courses/packet-tracer. If the course is not listed on this page, do a search for packet tracer 
site:netacad.com  and follow links to “Download Packet Tracer” or “Introduction to Packet Tracer” to find the 
current Packet Tracer introduction course. Enter your name, email, and text verification to enroll in the course.

2.	 Open the confirmation email and confirm your email address. Configure your account and save your account 
information in a safe place. You will need this information again.

3.	 Take the brief tour of the course. 

Now you’re ready to download and install Packet Tracer. If you need help with the download and installation process, 
use the Course Index to navigate to Page 1.1.2.1 for additional guidance. Complete the following steps:

4.	 Inside the course, under Introductory Chapter, click Student Support and Resources. Scroll down and click 
Download and install the latest version of Packet Tracer. Choose the correct version for your computer. After 
the download is complete, install Packet Tracer. When the installation is complete, run Cisco Packet Tracer. 
When Packet Tracer asks if you would like to run multi-user, click No.

5.	 When Packet Tracer opens, sign in with your Networking Academy account that you just created. If you see a 
Windows Security Alert, allow access through your firewall. Cisco Packet Tracer opens. The interface window is 
shown in Figure 2-26.

The Introduction to Packet Tracer course presents an excellent introduction to Packet Tracer and provides lab activ-
ities. Packet Tracer Activities are interactive labs in which you download a start file, make the changes instructed in 
the lab, and then grade the activity in Packet Tracer. Complete the following steps to access your course:

6.	 Return to your Introduction to Packet Tracer course. You’ve already downloaded Packet Tracer, so you can skip 
Chapter 1.

7.	 Complete Chapters 2, 3, and 4, including their videos and labs. (The later chapters provide excellent informa-
tion on Packet Tracer but are not required for this project.) Answer the following questions along the way:

Hands-On Project 2
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71Reflection Discussion 2

Reflection Discussion 2

Many factors must be considered when choosing a network medium: cost, speed, expandability and distance, envi -
ronment, and security. Wireless media is increasingly evolving to offer sophisticated options that meet the demand -
ing needs of businesses, while wired media, the traditional go-to technology, continues to decrease in cost. This 
progression offers many businesses the option to become an all-wireless workplace (AWW) for connections to work-
stations and other endpoints on the network, and even between many devices on the network backbone. 

Consider the following questions:

❯� When choosing between wired and wireless media as the preferred standard for a network’s endpoints, which fac-
tor do you believe is most relevant to making this decision?

❯� What improvements to wireless technology do you think will provide the “tipping point” so businesses start to 
think of wireless as the default solution?

❯� What is one characteristic of wired technology that you believe will ensure enterprise networks continue to use 
cables to endpoints to some degree?

Go to the discussion forum in your school’s LMS (learning management system). Write a post of at least 100 words 
discussing your thoughts about wired and wireless media in the workplace. Then respond to two of your classmates’ 

Common
tools bar

Main toolbar

Logical/
Physical

Workspace

Devices

Realtime/
Simulation

Figure 2-26� Explore the Packet Tracer window

a.	 What is the first step in deploying a Packet Tracer network?

b.	 When looking at a physical device’s tabs in Packet Tracer, which tab is considered the learning tab?

c.	 What three questions can be answered using the Simulation Mode?

d.	 Which Packet Tracer feature do you think will be most helpful for you in learning how to manage a net-
work? Why do you think this?

8.	 Back in your Packet Tracer window, deploy at least three physical devices into your workspace. You don’t need 
to configure or connect them. Take a screenshot of your deployment; submit this visual with your answers to 
this project’s questions.

9.	 When you’re finished, you can close Packet Tracer. You do not need to save this network.
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72 Chapter 2 Conducted and Radiated Media 

Table 2-7� Grading rubric for Reflection Discussion 2

Task Novice Competent Proficient Earned
Initial post Generalized statements 

about wired versus wire-
less media

30 points

Some specific statements 
with supporting evidence 
about wired versus wireless 
media, including speculation 
regarding a “tipping point” 
towards wireless media

40 points

Self-reflective discussion with 
specific and thoughtful state-
ments and supporting evidence 
about factors affecting the deci-
sion between wired and wireless 
media, a well-formed opinion 
identifying the “tipping point” 
towards wireless, and identifica-
tion of an enduring advantage of 
wired media

50 points

Initial post: 
Mechanics

• 	 Length < 100 words

• 	 Several grammar and 
spelling errors

5 points

• 	 Length = 100 words

• 	 Occasional grammar and 
spelling errors

7 points

• 	 Length > 100 words

• 	 Appropriate grammar and 
spelling

10 points

Response 1 Brief response showing lit-
tle engagement or critical 
thinking

5 points

Detailed response with 
specific contributions to the 
discussion

10 points

Thoughtful response with spe-
cific examples or details and 
open-ended questions that invite 
deeper discussion of the topic

15 points

Response 2 Brief response showing lit-
tle engagement or critical 
thinking

5 points

Detailed response with 
specific contributions to the 
discussion

10 points

Thoughtful response with spe-
cific examples or details and 
open-ended questions that invite 
deeper discussion of the topic

15 points

Both 
responses: 
Mechanics

• 	 Length < 50 words 
each

• 	 Several grammar and 
spelling errors

5 points

• 	 Length = 50 words each

• 	 Occasional grammar and 
spelling errors

7 points

• 	 Length > 50 words each

• 	 Appropriate grammar and 
spelling

10 points

Total

threads with posts of at least 50 words discussing their comments and ideas. Use complete sentences, and check 
your grammar and spelling. Try to ask open-ended questions that encourage discussion, and remember to respond 
to people who post on your thread. Use the rubric in Table 2-7 to help you understand what is expected of your work 
for this assignment.

Solutions to Self-Check Questions

Section 2-1: Cabling Standards

1.	 In trying to identify an old cable, you check the 
connector on the end and count the number of 
pins. What component of the interface design are 
you using to help you identify this cable?

Answer: d. Mechanical

Explanation: The mechanical component determines 
the size and shape of the connection, the number of 
pins on the connector, and their arrangement.

2.	 Which of these wired PAN standards does not use 
the USB-C connector form factor?

Answer: b. Lightning
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73Solutions to Self-Check Questions

Explanation: Many USB specifications can use the USB-C 
connector, including USB 2.0 and USB 3.0. Thunderbolt 
also uses the USB-C connector but at a faster data rate. 
Lightning uses a proprietary connector that is smaller 
than a USB-C connector and is also reversible.

3.	 Which of these wired PAN standards provides the 
fastest data throughput?

Answer: c. Thunderbolt

Explanation: Thunderbolt uses the same USB-C connec-
tor as USB 2.0 and USB 3.0 but provides a theoretical 
data rate of 40 Gbps, which was twice the highest USB 
specification at the time of this writing in 2021.

Section 2-2: Conducted Media

4.	 What is the lowest category of twisted pair cable 
that can support Gigabit Ethernet?

Answer: b. Cat 5e

Explanation: The Cat 5e and higher specifications indi-
cate exactly four pairs of wires with 250 Mbps sent over 
each pair. Four pairs times 250 Mbps equals 1000 Mbps.

5.	 What is a primary weakness of all types of twisted 
pair cable?

Answer: d. Security

Explanation: Splicing segments of twisted pair cable is 
a relatively simple process that can be performed by a 
malicious actor to tap into the network without easily 
being detected. Also, EMI generated along the cable can 
be intercepted, even when the cable is shielded.

6.	 How fast can signals travel along a fiber-optic cable?

Answer: c. At the speed of light

Explanation: Measurements such as 10 Gbps and 100 
Gbps indicate the rate at which data can be communi-
cated across a connection, which is affected by many fac-
tors other than the speed of the signal along the cable, 
such as back reflection, refraction, and insertion loss. 
The signal itself, however, travels at the speed of light.

Section 2-3: Radiated Media

7.	 You’re at school and trying to connect your smart-
phone to the school’s wireless network, but your 
phone is not detecting a good signal. What device 
do you need to move closer to so you can get a 
stronger Wi-Fi signal?

Answer: a. Access point

Explanation: The access point is the interface device 
between the wireless client and the wired LAN. While 
many products are advertised as wireless routers, the 
access point component of the wireless router is what 
connects to wireless clients.

8.	 Which of these 802.11 standards uses only the  
5 GHz band?

Answer: c. 802.11ac

Explanation: 802.11ac includes wider channels in the 
5-GHz bandwidth, but does not use the 2.4 GHz range.

9.	 Your new Bluetooth earbuds are listed as a Class 
3 Bluetooth device. About how far away can you 
move from your smartphone sitting on your desk 
without losing a quality connection with your 
earbuds?

Answer: d. 3 meters

Explanation: Class 3 devices use a 1-mW signal and are 
intended to be used within a few meters of each other.

Section 2-4: Media Selection Criteria

10.	 Which of these network media is most resistant 
to EMI generated by a factory’s manufacturing 
equipment?

Answer: d. Multimode fiber-optic cable

Explanation: Industrial environments with heavy machin-
ery produce electromagnetic radiation that can interfere 
with improperly shielded cables. Wireless transmissions 
can be disrupted by electromagnetic noise. EMI can be 
reduced with proper shielding on copper cables, but it 
cannot be completely avoided unless you use fiber-optic 
cable.

11.	 When installing a fiber-optic network, which factor 
will present the greatest concern relative to other 
media options?

Answer: b. Cost

Explanation: Despite fiber-optic cable’s many advan-
tages, it’s still more expensive than twisted pair cable, 
as are the various fiber-optic connectors and required 
converters. Fiber-optic cable installation costs also tend 
to be higher than that of twisted pair cable.
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Chapter 3

Fundamentals of Data 
and Signals

Objectives
After reading this chapter, 
you should be able to:

• 	Evaluate the features of 
analog and digital data 
and signals

• 	Compare techniques 
for converting analog 
and digital data for 
transmission by analog 
and digital signals

• 	Compare character 
encoding schemes for 
storing and transmitting 
textual data as bits

Introduction
This chapter will deal primarily with two essential network elements 
that are difficult to physically see: data and signals. It is important to 
understand that the terms “data” and “signal” do not mean the same 
thing. For a computer network to transmit data across the cables and 
airwaves you learned about in Chapter 2, the data must first be con-
verted into the appropriate signals. In all of this chapter’s examples, 
data is converted to a signal by a computer or computer-related device, 
then transmitted over a communications medium to another computer 
or computer-related device, which converts the signal back into data. 
The originating device is the transmitter, and the destination device is 
the receiver.

A big question arises during the study of data and signals: Why should 
people interested in the business aspects of computer networks concern 
themselves with this level of detail? One answer to that question is that 
a firm understanding of the fundamentals of communication systems will 
provide a solid foundation for the further study of the more advanced 
topics of computer networks. Also, this chapter will introduce many terms 
that are used by network personnel. To be able to understand these pro-
fessionals and to interact knowledgeably with them, you’ll need to spend 
some time covering the basics of communication systems. 

For example, imagine you are designing a new online inventory system 
and you want to allow various users within the company to access this 
system. The network technician tells you this cannot be done because 
downloading one inventory record in a reasonable amount of time  
(X seconds) will require a connection of at least Y billion bits per  
second—which is not possible, given the current network structure. How 
important is it that you understand the essence of the problem? What 
do you need to know so you can effectively evaluate the company’s  
options for solving this problem? 
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75Section 3-1: Data and Signals

The study of data and signals will also explain why 
almost all forms of communication, such as data, voice, 
music, and video, are slowly being converted from 
their original analog forms to the newer digital forms. 
What is so great about these digital forms of commu-
nication, and what do the signals that represent these 
forms of communication look like? This chapter will 
address all these questions and more.

Section 3-1: Data and 
Signals
Information stored within computer systems and trans-
ferred over a computer network can be divided into 
two categories: data and signals. Data conveys meaning 
within a computer system. Common examples of data 
include: 

❯� A computer file of names and addresses stored on a 
hard disk drive

❯� The bits or individual elements of a movie stored 
on a DVD

❯� The binary 1s and 0s of music stored on a CD or 
streamed from a web server

❯� The pixels of a photograph that has been digitized 
by a digital camera and saved to a storage card

❯� The digits 0 through 9, which might represent sales 
figures for a business

In each of these examples, information has been elec-
tronically captured and stored on some type of storage 
device. If you want to transfer this data from one point 
to another, either via a physical wire or through radio 
waves, the data must be converted into a signal. Signals 
are the electric or electromagnetic impulses used to 
encode and transmit data. Common examples of signals 
include: 

❯� A transmission of a video call between a smart-
phone and a cell tower

❯� A live news interview from Europe transmitted over 
a satellite system

❯� A term paper transmitted over the printer cable 
between a computer and a printer

❯� A web page transferred over cables between your 
Internet service provider and your home computer

In each of these examples, data, the static entity or 
tangible item, is transmitted over a wire or an airwave 

in the form of a signal, which is the dynamic entity or 
intangible item. Some type of hardware device is nec-
essary to convert the static data into a dynamic signal 
ready for transmission and then convert the signal back 
to data at the receiving destination.

Before examining the conversion from data to signal, 
however, let’s explore the most important characteristic 
that data and signals share.

Analog vs. Digital
Although data and signals are two different phenomena 
that have little in common, one characteristic they do 
share is that they can exist in either analog or digital 
form. This gives four possible data-to-signal conversion 
combinations:

❯� Analog data-to-analog signal, which involves  
amplitude and frequency modulation techniques

❯� Digital data-to-square-wave digital signal, which 
involves encoding techniques

❯� Digital data-to-(a discrete) analog signal, which 
involves modulation techniques

❯� Analog data-to-digital signal, which involves  
digitization techniques

Each of these four combinations occurs quite frequently 
in computer networks, and each has unique applica-
tions and properties, which are shown in Table 3-1 and 
further described next:

❯� Converting analog data to analog signals is fairly 
common. The conversion is performed by modu-
lation techniques and is found in systems such as 
telephones, AM radio, and FM radio. Later in this 
chapter, you’ll examine how AM radio signals are 
created. 

❯� Converting digital data to square-wave digital 
signals is relatively straightforward and involves 
numerous digital encoding techniques. With this 
technique, binary 1s and 0s are converted to 
varying types of on and off voltage levels. They’re 
called “square-wave” because the signal looks 
like a series of straight-line voltage changes, as 
you will see shortly. The local area network is 
one of the most common examples of a system 
that uses this type of conversion. In this chapter, 
you’ll examine a few representative encoding 
techniques and discuss their basic advantages 
and disadvantages. 
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76 Chapter 3 Fundamentals of Data and Signals

❯� Converting digital data to (discrete) analog signals 
requires some form of a modem. This converts the 
binary 1s and 0s to another form, but unlike con-
verting digital data to digital signals, the conversion 
of digital data to discrete analog signals involves 
more complex forms of analog signals that take on a 
discrete, or fixed, number of levels. 

❯� Converting analog data to digital signals is gen-
erally called digitization. Telephone systems and 
music systems are two common examples of digi-
tization. When your voice signal travels from your 
home and reaches a telephone company’s  
switching center, it is digitized. Likewise, music 
and video are digitized before they can be 
recorded on a CD or DVD. In this chapter, two 

basic digitization techniques will be introduced 

and their advantages and disadvantages shown. 

Let’s examine the primary features of each type of data 

and signal. 

Analog Data and Signals

Analog data and analog signals are represented as con -

tinuous waveforms that can exist at an infinite number 

of points between some given minimum and maximum. 

By convention, these minimum and maximum values are 

presented as voltages. Figure 3-1 shows that, between 

the minimum value A  and maximum value B , the wave-

form at time t can exist at an infinite number of places. 

Table 3-1� Four combinations of data and signals

Data Signal
Encoding or Conversion 
Technique Common Devices Common Systems

Analog Analog Amplitude modulation

Frequency modulation

Radio tuner

TV tuner

Telephone

AM and FM radio

Broadcast TV

Cable TV

Digital (Square-wave) digital NRZ-L

NRZI

Manchester

Differential Manchester

Bipolar-AMI

4B/5B

Digital encoder Local area networks

Telephone systems

Digital (Discrete) analog Amplitude shift keying

Frequency shift keying

Phase shift keying

Modem Dial-up Internet access

DSL modem

Cable modems

Digital broadcast TV

Analog Digital Pulse code modulation

Delta modulation

Codec Telephone systems

Music systems
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Figure 3-1� A simple example of an analog waveform
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77Section 3-1: Data and Signals

The most common example of analog data is the human 
voice. For example, when a person talks into a con-
ventional telephone, the receiver in the mouthpiece 
converts the airwaves of speech into analog pulses of 
electrical voltage. Music and video, when they occur in 
their natural states, are also analog data. Although the 
human voice serves as an example of analog data, an 
example of an analog signal is the telephone system’s  
electronic transmission of a voice conversation. Thus, 
you can see that analog data and signals are quite  
common, and many systems have incorporated them 
for many years.

One of the primary shortcomings of analog data and 
analog signals is how difficult it is to separate noise 
from the original waveform. Noise is unwanted elec-
trical or electromagnetic energy that degrades the 
quality of signals and data. Because noise is found 
in every type of data and transmission system, and 
because its effects range from a slight hiss in the 
background to a complete loss of data or signal, it is 
especially important that noise be reduced as much 
as possible. Unfortunately, noise itself occurs as an 
analog waveform; and this makes it challenging, if not 
extremely difficult, to separate noise from an analog 
waveform that represents data.

Consider the waveform in Figure 3-2, which shows the 
first few notes of an imaginary symphonic overture. 
Noise is intermixed with the music—the data. Can you 
tell by looking at the figure what is the data and what is 
the noise? Although this example might border on the 
extreme, it demonstrates that noise and analog data can 
appear to be similar. 

The performance of a record player provides another 
example of noise interfering with data. Many people 
have collections of vinyl albums that produce pops, 
hisses, and clicks when played; albums sometimes 
even skip. Is it possible to create a device that filters 
out the pops, hisses, and clicks from a record album 

without ruining the original data—the music? Various 
devices were created during the 1960s and 1970s to per -
form these kinds of filtering, but only the devices that 
removed hisses were (relatively speaking) successful. 
Filtering devices that removed the pops and clicks also 
tended to remove parts of the music. Filters now exist 
that can fairly effectively remove most forms of noise 
from analog recordings; but they are, interestingly,  
digital—not analog—devices. Even more interestingly, 
some people download software from the Internet that 
lets them insert noise sound effects into digital music 
to make it sound as though it were being played from a 
record album.

Digital Data and Signals

Digital data and digital signals are composed of a dis-
crete or fixed number of values, rather than a contin-
uous or infinite number of values. As you’ve already 
seen, digital data takes on the form of binary 1s and 
0s. But digital signals are more complex. To keep 
the discussion as simple as possible, this discussion 
covers two forms of digital signal. The first type of 
digital signal is fairly straightforward and takes the 
shape of what is called a “square wave.” These square 
waves are relatively simple patterns of high and low  
voltages. In the example shown in Figure 3-3, the  
digital square wave takes on only two discrete values: 

a high voltage (such as 1 2 volts) and a low voltage 

(such as 2 2 volts).

The second form of digital signal, which you’ll learn 
about later in the chapter, involves more complex com-
binations of modulated analog signals. Even though the 
resulting signal is a composition of analog signals, you 
can treat the outcome as a digital signal because there 
are a discrete number of signal combinations and levels. 
Although this might be hard to visualize at this point, 
you’ll see plenty of examples in this chapter to solidify 
your understanding.

V
ol

ta
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Time

Figure 3-2� The waveform of a symphonic overture with 
noise
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78 Chapter 3 Fundamentals of Data and Signals

What happens when you introduce noise into digital 
signals? As stated earlier, noise has the properties of an 
analog waveform and, thus, can occupy an infinite range 
of values; digital waveforms occupy only a finite range 
of values. When you combine analog noise with a digital 
waveform, it is fairly easy to separate the original digital 
waveform from the noise. Figure 3-4 shows a digital sig-
nal (square wave) with some noise.

If the amount of noise remains small enough that the 
original digital waveform can still be interpreted, then 
the noise can be filtered out, thereby leaving the original 
waveform. In the simple example in Figure 3-4, as long as 
you can tell a high part of the waveform from a low part, 
you can still recognize the digital waveform. If, however, 
the noise becomes so great that it is no longer possible 

to distinguish a high from a low, as shown in Figure 3-5, 
then the noise has taken over the signal and you can no 
longer understand this portion of the waveform.

The ability to separate noise from a digital waveform 
is one of the strengths of digital systems. When data is 
transmitted as a signal, the signal will always incur some 
level of noise. In the case of digital signals, however, it is 
relatively simple to pass the noisy digital signal through 
a filtering device that removes a significant amount of 
the noise and leaves the original digital signal intact.

Despite this strong advantage that digital has over analog, 
not all systems use digital signals to transmit data. One 
reason for this is that the electronic equipment used to 
transmit a signal through a wire, or over the airwaves, 
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Figure 3-3� A simple example of a digital waveform
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Figure 3-4� A digital signal with some noise introduced
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Figure 3-5� A digital waveform with noise so great that you 
can no longer recognize the original waveform
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79Section 3-1: Data and Signals

usually dictates the type of signals the wire can transmit.  
Certain electronic equipment is capable of supporting 
only analog signals, while other equipment can support 
only digital signals. Consider broadcast radio. It was 
originally and still is predominantly analog. In 2002, the 
FCC (Federal Communications Commission) approved 
standards to simultaneously broadcast digital with ana-
log signals, and in 2020, they began allowing stations to 
broadcast only in digital if they choose. Still, most radio 
stations continue to broadcast in analog even if they’ve 
added a digital transmission. The digital transmission 
systems are expensive and also require users to switch 
to digital radio receivers. Because consumers have not 
yet made this transition en masse, the industry is still  
predominantly analog.

in amps) or the power level of the signal (measured in 
watts). That is, the amplitude of a signal can be expressed 
as volts, amps, or watts. Note that a signal can change 
amplitude as time progresses. In Figure 3-6, you see one 
signal with two different amplitudes.

The frequency of a signal is the number of times a signal 
makes a complete cycle within a given time frame. The 
length, or time interval, of one cycle is called its period. 
The period can be calculated by taking the reciprocal 
of the frequency (1/frequency). Figure 3-7 shows three 
different analog signals. If the time t is one second, 
the signal in Figure 3-7(a) completes one cycle in one  
second. The signal in Figure 3-7(b) completes two 
cycles in one second. The signal in Figure 3-7(c) com-
pletes three cycles in one second. Cycles per second, or  
frequency, are represented by Hz (hertz). Thus, the signal  
in Figure 3-7(c) has a frequency of 3 Hz.

Human voice, audio, and video signals—indeed most 
signals—are actually composed of multiple frequencies. 
These multiple frequencies are what allow you to distin-
guish between people’s voices or different musical instru-
ments. The frequency range of the average human voice 
usually goes no lower than 300 Hz and no higher than 
approximately 3400 Hz. Because a standard telephone  
is designed to transmit a human voice, the telephone 
system transmits signals in the range of 300 Hz to 3400 
Hz. The piano has a wider range of frequencies than the 
human voice. The lowest note possible on the piano is 
30 Hz, and the highest note possible is 4200 Hz.

The range of frequencies that a signal spans from mini-
mum to maximum is called the spectrum. The spectrum 
of the telephone example is simply 300 Hz to 3400 Hz. 
The bandwidth of a signal is the absolute value of the 
difference between the lowest and highest frequencies. 
The bandwidth of a telephone system that transmits a 
single voice in the range of 300 Hz to 3400 Hz is 3100 
Hz. Because extraneous noise degrades original signals, 
an electronic device usually has an effective bandwidth 
that is less than its theoretical bandwidth. When making 
communication decisions, many professionals rely more 

All Things Considered

Thought Experiment

You’re working for a company that has a network 
application for accessing a database of corporate 
profiles. From your computer workstation, a request 
for a profile travels over the corporate LAN to a 
modem. The modem, using DSL, connects to the 
Internet and finally into the database service. The 
database service is essentially a modem and a main-
frame computer. Create a table or draw a figure that 
shows every time data or signals are converted to 
a different form during this process. For each entry 
in the table or part of the figure, show where the 
conversion is taking place, the form of the incom-
ing information, and the form of the outgoing 
information.

Now that you’ve learned data and signals share the  
primary characteristic of existing in either analog or  
digital form, along with the main feature that distin-
guishes them—analog exists as a continuous wave-
form while digital is discrete—you’re ready to examine 
important characteristics of signals in closer detail.

Fundamentals of Signals
Three basic components of analog and digital signals are 
amplitude, frequency, and phase. A sine wave is used to 
represent an analog signal as shown in Figure 3-6. The 
amplitude of a signal is the height of the wave above or 
below a given reference point. This height often denotes 
the voltage level of the signal (measured in volts), but it 
also can denote the current level of the signal (measured 
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Figure 3-6� A signal with two different 
amplitudes
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80 Chapter 3 Fundamentals of Data and Signals

on the effective bandwidth than the theoretical band-
width because most situations must deal with the real-
world problems of noise and interference.

The phase of a signal is the position of the wave-
form relative to a given moment of time, or relative to 
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Figure 3-7� Three signals of (a) 1 Hz, (b) 2 Hz, and (c) 3 Hz

time zero. In the drawing of the simple sine wave in  
Figure 3-8(a), the waveform oscillates up and down in a 
repeating fashion. Note that the wave never makes an 
abrupt change but is a continuous sine wave. A phase 
change (or phase shift) involves jumping forward or 
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Figure 3-8� A sine wave showing (a) no phase change, (b) a 
180-degree phase change, and (c) a 90-degree phase change
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81Section 3-1: Data and Signals

backward in the waveform at a given moment of time. 
Jumping forward one-half of the complete cycle of the 
signal produces a 180-degree phase change, as seen in 
Figure 3-8(b). Jumping forward one-quarter of the cycle 
produces a 90-degree phase change, as in Figure 3-8(c). 
As you will see in this chapter’s “Transmitting digital 
data with discrete analog signals” section, some sys-
tems can generate signals that do a phase change of 45, 
135, 225, and 315 degrees on demand. 

When traveling through any type of medium, a signal 
always experiences some loss of its power due to friction.  
This loss of power, or loss of signal strength, is called 

attenuation, which you read about in Chapter 2. Atten-
uation in a medium such as copper wire is a logarith-
mic loss (in which a value decrease of 1 represents 
a tenfold decrease) and is a function of distance and 
the resistance within the wire. Knowing the amount 
of attenuation in a signal (how much power the sig-
nal lost) allows you to determine the signal strength.  
Decibel (dB) is a relative measure of signal loss or gain 
and is used to measure the logarithmic loss or gain of 
a signal. Amplification is the opposite of attenuation. 
When a signal is amplified by an amplifier, the signal 
gains in decibels.

Details    �Composite Signals

Almost all of the example signals given in this chapter are 
simple, periodic sine waves. However, you will not always 
find simple, periodic sine waves. In fact, you are more likely 
to encounter combinations of various kinds of sines and 
cosines that, when combined, produce unique waveforms.

One of the best examples of this is how multiple sine 
waves can be combined to produce a square wave. 
Stated technically, multiple analog signals can be 
combined to produce a digital signal. A branch of  
mathematics called Fourier analysis shows that any 
complex, periodic waveform is a composite of simpler 
periodic waveforms. Consider, for example, the first two 
waveforms shown in Figure 3-9. The formula for the first 
waveform is 1 sin(2�ft), and the formula for the second 
waveform is 1/3 sin (2�3ft). In each formula, the number  
at the front (the 1 and 1/3, respectively) is a value of 
amplitude, the term “sin” refers to the sine trigonometric  
function, and the terms “ft” and “3ft” refer to the  
frequency over a given period of time. Examining both 
the waveforms (also known as harmonics) and the for-
mulas shows us that, whereas the amplitude of the sec-
ond waveform is one-third as high as the amplitude of 
the first waveform, the frequency of the second wave-
form is three times as high as the frequency of the 
first waveform. The third waveform in Figure 3-9(c) is a  
composite, or addition, of the first two waveforms.

Note the relatively square shape of the composite 
waveform. Now suppose you continued to add more 
waveforms to this composite signal—in particular, wave-
forms with amplitude values of 1/5, 1/7, 1/9, and so on 
(odd-valued denominators) and frequency multiplier 

values of 5, 7, 9, and so on. The more waveforms you 
add, the more the composite signal would resemble 
the square waveform of a digital signal. Another way 
to interpret this transformation is to state that adding 
waveforms of higher and higher frequency—increasing  
bandwidth—will produce a composite that looks and 
behaves more like a digital signal. Interestingly, a  
digital waveform is, in fact, a combination of analog sine 
waves.
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Figure 3-9� Two simple, periodic sine 
waves (a) and (b) and their composite (c)
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82 Chapter 3 Fundamentals of Data and Signals

Because attenuation is a logarithmic loss and the deci-
bel is a logarithmic value, calculating the overall loss 
or gain of a system involves adding all the individual 
decibel losses and gains. Figure 3-10 shows a communi-
cation line running from point A through point B, and 
ending at point C. The communication line from A to B 
experiences a 10-dB loss, point B has a 20-dB amplifier 
(i.e., a 20-dB gain occurs at point B), and the communi-
cation line from B to C experiences a 15-dB loss. What 
is the overall gain or loss of the signal between point A 
and point C? To answer this question, add all dB gains 
and losses: 

210 dB 1 20 dB 1 (215 dB) 5 25 dB

Let’s return to the earlier example of the network spe-
cialist telling you that it may not be possible to install a 
computer workstation as planned. You now understand 
that signals lose strength over distance. Although you 
do not know how much signal would be lost, nor at what 

point the strength of the signal would be weaker than 
the noise, you understand this part of what the network 
specialist told you. But let’s investigate a little further. If 
a signal loses 3 dB, for example, is this a significant loss 
or not?

The decibel is a relative measure of signal loss or gain 
and is expressed as 

dB 5 10 3 log
10 (P2 /P1)

in which P 2 and P1 are the ending and beginning power 
levels, respectively, of the signal expressed in watts. If a 
signal starts at a transmitter with 10 watts of power and 
arrives at a receiver with 5 watts of power, the signal 
loss in dB is calculated as follows: 

dB 5 10 3 log 10 (5/10)

		          5 10 3 log 10 (0.5)

		          5 10 3 (20.3)

		          5 23

In other words, a 3-dB loss occurs between the trans-
mitter and receiver. Because decibel is a relative mea-
sure of loss or gain, you cannot take a single power 
level at time t  and compute the decibel value of that 
signal without having a reference or a beginning 
power level.

Rather than remembering this formula, you can use a 
shortcut. As you saw from the previous calculation, any 
time a signal loses half its power, a 3-dB loss occurs. If 
the signal drops from 10 watts to 5 watts, that is a 3-dB 
loss. If the signal drops from 1000 watts to 500 watts, 
this still is a 3-dB loss. Conversely, a signal whose 
strength is doubled experiences a 3-dB gain. It follows 
then that if a signal drops from 1000 watts to 250 watts, 
this is a 6-dB loss (1000 to 500 is a 3-dB loss, and 500 to 
250 corresponds to another 3 dB). Now you have a little 
better understanding of the terminology. If the network 
specialist tells you a given section of wiring loses 6 dB, 
for example, then the signal traveling through that wire 
has lost three-quarters of its power.

All Things Considered

Thought Experiment

Locate a website that graphically shows the result of 
adding multiple sine waves to create composite waves 
such as square waves or sawtooth waves, or experi-
ment with the following websites to create a variety of 
waveforms:

•  � geogebra.org/m/BOMfKCIK (Check the “Show/
Hide y1 1  y2” box to see the composite wave. 
Then adjust the y1 and y2 scrollbars to see how 
the composite wave is affected.)

•  � academo.org/demos/wave-interference-  
beat-frequency (Adjust the f 1 and f2 scrollbars to 
see the effect on the composite wave. Be sure to 
check the “Sound on/off” checkbox to hear the 
changes as well.)

–10 dB +20 dB –15 dB

A C

B

Figure 3-10� Example demonstrating decibel 
loss and gain
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83Section 3-2: Converting Data into Signals

With a firmer understanding of the fundamentals of data 
and signals and the differences between them, you’re 
ready to see how data is converted into signals for 
transmission.

Remember this…
❯� Data conveys meaning while signals are electric 
or electromagnetic impulses used to encode and 
transmit data. Both data and signals can exist in 
analog or digital forms.

❯� Analog data and analog signals are represented as 
continuous waveforms that can exist at an infinite 
number of points between some given minimum and 
maximum. Digital data and digital signals are com-
posed of a discrete or fixed number of values, rather 
than a continuous or infinite number of values.

❯� Analog signals are represented by sine waves, 
which are defined by their amplitude, frequency, 
and phase.

❯� When traveling through any type of medium, a 
signal always experiences some loss of its power 
due to friction. This loss of power, or loss of signal 
strength, is called attenuation. Attenuation in a 
medium such as copper wire is a logarithmic loss 
in which a value decrease of 1 represents a tenfold 
decrease, and it’s a function of distance and the 
resistance within the wire.

Self-check
1.	 Which of the following is most analogous to 

data transmitted across a network connection?

a.	 The sound of a person’s footsteps

b.	 Lyrics of a song

c.	 Light streaming through a window

d.	 Ink on a sheet of paper

2.	 Which of the following is most analogous to dig-
ital data?

a.	 The pitch of a lawn mower’s engine

b.	 A person’s facial expression

c.	 The growth progress of a tree

d.	 Morse code sent by flashlight

3.	 Amplitude is to frequency as:

a.	 The diameter of a bicycle wheel is to the 
speed of its rotation

b.	 The speed a bicycle wheel’s rotation is to its 
diameter

c.	 The height of a mountain is to its width

d.	 The width of a mountain is to its height

Check your answers at the end of this chapter.

Section 3-2: Converting 
Data into Signals
Analog signals often convey analog data, and digital sig-
nals convey digital data. However, you can use analog 
signals to convey digital data, and digital signals to con-
vey analog data. The decision about whether to use ana-
log or digital signals often depends on the transmission 
equipment and the environment in which the signals 
must travel. Recall that certain electronic equipment 
can support only analog signals, while other types of 
equipment support only digital signals. For example, the 
telephone system was created to transmit human voice, 
which is analog data. Thus, the telephone system was 
originally designed to transmit analog signals. Today, 
most of the telephone system uses digital signals. The 
only portion that remains analog is the local loop, or the 
connection from the home to the telephone company’s 
central office. 

Transmitting analog data with digital signals is also  
common. Originally, broadcast and cable television 
companies transmitted analog television channels using 
analog signals. More recently, the analog television 
channels are converted to digital signals in order to  
provide clearer images and higher-definition signals. 

The four main combinations of data and signals are 
shown in the following examples: 

❯� Analog data transmitted using analog signals

❯� Digital data transmitted using square-wave digital 
signals

❯� Digital data transmitted using discrete analog signals

❯� Analog data transmitted using digital signals

Transmitting Analog Data with 
Analog Signals
The analog data-to-analog signal conversion is probably 
the simplest of the four combinations of data and signals 
to comprehend. This is because the data is an analog 
waveform that is simply being transformed to another 
analog waveform, the signal, for transmission. The 
basic operation performed is modulation. Modulation  
is the process of sending data over a signal by varying 

04406_ch03_ptg01_074-107.indd   83 12/31/21   4:15 PM

Copyright 2023 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



84 Chapter 3 Fundamentals of Data and Signals

its amplitude, frequency, or phase. Landline telephones 
(the local loop only), AM radio, FM radio, and broadcast 
television before June 2009 are the most common exam-
ples of analog data-to-analog signal conversion. 

Consider Figure 3-11, which shows AM (amplitude modula-
tion) radio as an example. The audio data generated by the 
radio station might appear like the first sine wave shown 
in the figure. To convey this analog data, the station uses a 
carrier wave signal, like that shown in Figure 3-11(b). In the  
modulation process, the original audio waveform and the 
carrier wave are essentially added together to produce  
the third waveform. Note how the dotted lines superim-
posed over the third waveform follow the same outline as 
the original audio waveform. Here, the original audio data 
has been modulated onto a particular carrier frequency 
(the frequency at which you set the dial to tune in a sta-
tion) using amplitude modulation—hence, the name AM 
radio. Frequency modulation also can be used in similar 
ways to modulate analog data onto an analog signal, and it 
yields FM (frequency modulation) radio.

Transmitting Digital Data with 
Square-wave Digital Signals: 
Digital Encoding Schemes
To transmit digital data using square-wave digital sig-
nals, the 1s and 0s of the digital data must be converted 
to the proper physical form that can be transmitted over 

a wire or an airwave. Thus, to transmit a data value of 1, 
you transmit a positive voltage on the medium. If you 
wish to transmit a data value of 0, you could transmit a 
zero voltage. You could also use the opposite scheme: 
a data value of 0 is positive voltage and a data value of 
1 is a zero voltage. Digital encoding schemes like this 
are used to convert the 0s and 1s of digital data into 
the appropriate transmission form. You will examine 
five digital encoding schemes that are representative of 
most digital encoding schemes: NRZ-L, NRZI, Manches-
ter, differential Manchester, and 4B/5B. 

Nonreturn to Zero Digital Encoding 
Schemes

The NRZ-L (nonreturn to zero-level) digital encod-
ing scheme increases the charge for a value of 1 and 
decreases the charge for a value of 0. The reverse 
might be implemented as well: increase the charge for 
a value of 0 and decrease the charge for a value of 1. 
The point here is that the charge changes when the bit 
value changes. Figure 3-12(a) shows an example of the 
NRZ-L scheme. Notice that several 0s in a row or several 
1s in a row would show a flatline voltage, which makes 
it difficult to maintain clock synchronization with the 
receiver. However, the NRZ-L encoding scheme is simple 
to generate and inexpensive to implement in hardware. 
Notice how the square-wave signal is very square-like in 
appearance.
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Figure 3-11� An audio waveform modulated onto a car-
rier frequency using amplitude modulation
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85Section 3-2: Converting Data into Signals

The second digital encoding scheme, shown in  
Figure 3-12(b), is NRZI (nonreturn to zero inverted). This 
encoding scheme has a voltage change at the beginning 
of a 1 and no voltage change at the beginning of a 0. A 
fundamental difference exists between NRZ-L and NRZI. 
With NRZ-L, the receiver must check the voltage level  
for each bit to determine whether the bit is a 0 or a 1. 
With NRZI, the receiver must check whether there is a 
change at the beginning of the bit to determine if it is a  
0 or a 1. Look again at Figure 3-12 to understand this dif-
ference between the two NRZ schemes.

An inherent problem with both the NRZ-L and NRZI  
digital encoding schemes is that long sequences of 0s in 
the data produce a signal that never changes. Often the 
receiver looks for signal changes so that it can synchro-
nize its reading of the data with the actual data pattern. 
If a long string of 0s is transmitted and the signal does 
not change, how can the receiver tell when one bit ends 
and the next bit begins? (Imagine how hard it would 
be to dance to a song if the volume is often muted for 
several seconds at a time.) One potential solution is to 

install in the receiver an internal clock that knows when 
to look for each successive bit. But what if the receiver 
has a different clock from the one the transmitter used 
to generate the signals? Who is to say that these two 
clocks keep the same time? A more accurate system 
would generate a signal that has a change for each and 
every bit. If the receiver could count on each bit having 
some form of signal change, then it could stay synchro-
nized with the incoming data stream.

Manchester Code Digital Encoding 
Schemes

The Manchester class of digital encoding schemes 
ensures that each bit has some type of signal change, 
and thus solves the synchronization problem. Shown in 
Figure 3-13(a), the Manchester code encoding scheme 
has the following properties: To transmit a 1, the signal 
changes from low to high in the middle  of the interval, 
and to transmit a 0, the signal changes from high to low 
in the middle of the interval. Note that there is always a 
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Figure 3-12� Comparison of NRZ-L and NRZI digital encoding schemes
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Figure 3-13� Comparison of Manchester digital encoding schemes
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86 Chapter 3 Fundamentals of Data and Signals

transition in the middle: a 1 is a low-to-high transition, 
and a 0 is a high-to-low transition. Thus, if the signal 
is currently low and the next bit to transmit is a 0, the  
signal must move from low to high at the beginning of 
the interval so that it can do the high-to-low transition 
in the middle. 

The differential Manchester code was used in a now 
extinct form of local area network (token ring) but still 
exists in some unique applications. It is similar to the 
Manchester code in that there is always a transition 
in the middle of the interval. But unlike the Manches-
ter code, the direction of this transition in the middle 
does not differentiate between a 0 or a 1. Instead, if 
there is a transition at the beginning of the interval, then 
a 0 is being transmitted. If there is no transition at the 
beginning of the interval, then a 1 is being transmitted. 
Because the receiver must watch the beginning of the 
interval to determine the value of the bit, the differential 
Manchester code is similar to the NRZI scheme in this 
one respect. Figure 3-13(b) shows an example of differ -
ential Manchester encoding.

The Manchester codes have an advantage over the NRZ 
schemes: In the Manchester codes, there is always a tran-
sition in the middle of a bit. Thus, the receiver can expect 
a signal change at regular intervals and can synchronize 
itself with the incoming bit stream. The Manchester  
codes are considered self-clocking because the occur -
rence of a regular transition is similar to seconds  
ticking on a clock. As you will learn in Chapter 4, it is 
very important for a receiver to stay synchronized with 
the incoming bit stream, and the Manchester codes 
allow a receiver to achieve this synchronization.

A major disadvantage of the Manchester codes is that 
roughly half the time there will be two transitions during 
each bit. For example, if the differential Manchester 
code is used to transmit a series of 0s, then the signal 
has to change at the beginning of each bit, as well as 
change in the middle of each bit. Thus, for each data 
value 0, the signal changes twice. 

The number of times a signal changes value per second 
is called baud or the baud rate. In Figure 3-14, a series of 
binary 0s is transmitted using the differential Manches-
ter code. Note that the signal changes twice for each 
bit. After one second, the signal has changed 10 times. 
Therefore, the baud rate is 10. During that same time 
period, only 5 bits were transmitted. The data rate, mea-
sured in bps (bits per second), is 5, which in this case 
is one-half the baud rate. Many individuals mistakenly 

equate baud rate to bps (or data rate). Under some  
circumstances, the baud rate might equal the bps, such 
as in the NRZ-L or NRZI encoding schemes shown earlier  
in Figure 3-14. With these encoding schemes, there is 
at most one signal change for each bit transmitted. But 
with schemes such as the Manchester codes, the baud 
rate is not equal to the bps.

Why does it matter that some encoding schemes have a 
baud rate twice the bps? Because the Manchester codes 
have a baud rate that is twice the bps, and the NRZ-L and 
NRZI codes have a baud rate that is equal to the bps, 
hardware that generates a Manchester-encoded signal 
must work twice as fast as hardware that generates an 
NRZ-encoded signal. If 100 million 0s per second are trans-
mitted using differential Manchester encoding, the signal 
must change 200 million times per second (as opposed to  
100 million times per second with NRZ encoding). There-
fore, the increased accuracy in clock synchronization 
with the Manchester codes requires significantly more 
bandwidth on the network to transmit the same amount 
of data. As with most things in life, you do not get some-
thing for nothing. Hardware or software that handles the 
Manchester codes is more elaborate and more costly 
than the hardware or software that handles the NRZ 
encoding schemes. More importantly, as you shall soon 
see, signals that change at a higher rate of speed are more 
susceptible to noise and errors.

4B/5B Digital Encoding Scheme

The Manchester codes solve the synchronization prob-
lem but are relatively inefficient because they have a 
baud rate that is twice the bps. The 4B/5B scheme tries 
to satisfy the synchronization problem and avoid the 
“baud equals two times the bps” problem. The 4B/5B 
encoding scheme converts 4 bits of data into a unique 
5-bit sequence and encodes the 5 bits onto the medium 
using another scheme, such as NRZI. Because the data 
is broken into these 4-bit “nibbles” for translation, this 
encoding scheme is sometimes called block coding.
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0 0 0 0 0

Figure 3-14� Transmitting five binary 0s using  
differential Manchester encoding scheme
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87Section 3-2: Converting Data into Signals

The first step the hardware performs in generating the 
4B/5B code is to convert 4-bit nibbles of the original data 
into new 5-bit patterns. Using 5 bits (or five 0s and 1s) 
to represent one value yields 32 potential combinations  
(25 5  32). Of these possibilities, only 16 combinations 
are used, so that no code has three or more consecu-
tive 0s. This way, if the transmitting device transmits the 
5-bit quantities using NRZI encoding for example, there 
will never be more than three 0s transmitted in a row 
even when adjacent 5-bit codes begin and end with a 
zero. If you never transmit more than three 0s in a row 
using NRZI encoding, then you will never have a long 
period in which there is no signal transition for clock 
synchronization. Figure 3-15 shows the 4B/5B code in 
detail.

How does the 4B/5B code work? Let’s say, for example, 
that the next 4 bits in a data stream to be transmitted 
are 0000, which, you can see, has a string of consecutive 
zeros and therefore would create a signal that does not 
change. Looking at the first column in Figure 3-15, you 
see that 4B/5B encoding replaces 0000 with 11110. Note 
that 11110, like all the 5-bit codes in the second column 
of Figure 3-15, does not have more than two consecutive 
zeros. Having replaced 0000 with 11110, the hardware 
will now transmit 11110. Because this 5-bit code is trans-
mitted using another method such as NRZI, the baud 
rate equals the bps and, thus, is more efficient. Unfortu-
nately, converting a 4-bit code to a 5-bit code creates a 
20 percent overhead (one extra bit). However, compare 

that to a Manchester code by itself, in which the baud 
rate can be twice the bps and thus yield a 100 percent 
overhead. Clearly, a 20 percent overhead is better than a 
100 percent overhead. 

Many of the newer digital encoding systems for high-speed 
LANs also use techniques that are quite similar to 4B/5B, 
such as 8B/10B paired with NRZ for fiber optic Gigabit Eth-
ernet, or the more efficient 128B/132B used on USB 3.1. 
As networking technologies passed the Gigabit threshold, 
newer digital encoding schemes often combined tech-
niques. For example, Gigabit Ethernet on twisted-pair cable 
uses 8B1Q4 and 4D-PAM5 encoding while Gigabit Ethernet 
on fiber optic cable uses 8B10B and NRZ. Let’s dig into this 
a little.

Recall from Chapter 2 that Gigabit Ethernet on twisted 
pair cable uses all four pairs to send and receive data, 
not just two pairs. Data is divided into four lanes, so 
to speak, and each lane must support 250 Mbps. To 
achieve this goal, 8B1Q4 (8 bits to 1 set of four quinary 
symbols) encoding divides each byte into four 2-bit 
groups. A third bit is added to each group for error 
correction (you’ll learn more about error correction in 
Chapter 4). Each of these 3-bit groups is then called a 
quinary symbol. Similar to 4B/5B, each of these symbols 
also avoids placing too many zeros in a row. A second 
layer of encoding, using 4D-PAM5 (4-dimensional Pulse 
Amplitude Modulation 5-levels), transmits each 3-bit 
group along a different twisted pair using a series of five 

Valid data symbols

Original 4-bit data
0000
0001
0010
0011
0100
0101
0110
0111
1000
1001
1010
1011
1100
1101
1110
1111

New 5-bit code
11110
01001
10100
10101
01010
01011
01110
01111
10010
10011
10110
10111
11010
11011
11100
11101

Invalid codes
00001
00010
00011
01000
10000

0000
Original

data

11110 1    1    1    1    0becomes
5-Bit encoded

data

transmitted as
NRZI encoded

signal

Figure 3-15� The 4B/5B digital encoding scheme
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88 Chapter 3 Fundamentals of Data and Signals

different voltages. At 125 MHz per lane and 2 bits of data 
per quinary symbol, the overall throughput is 250 Mbps 
for each lane, totaling 1000 Mbps for the four lanes of 
traffic.

To reach even faster speeds of 10 Gbps, even newer 
encoding schemes are needed. Each new technology 
builds on these existing concepts of using a small amount 
of overhead to avoid long strings of any one bit value, 
and then using complex voltage patterns to maximize the  
efficiency of each clock cycle. 

Transmitting Digital Data with 
Discrete Analog Signals
The technique of converting digital data to an analog sig-
nal is also an example of modulation. But in this type of 
modulation, the analog signal takes on a discrete num-
ber of signal levels. It could be as simple as two signal 
levels (such as amplitude shift keying described next) 
or something more complex, such as the 256 levels used 
with digital television signals. The receiver then looks 
specifically for these unique signal levels. Thus, even 
though they are fundamentally analog signals, they oper -
ate with a discrete number of levels, much like a digital 
signal from the previous section. So to avoid confusion, 
these are called discrete analog signals. Let’s examine a 
number of these discrete modulation techniques, begin-
ning with the simpler techniques and ending with more 

complex techniques used for systems such as digital 
television signals—quadrature amplitude modulation.

Amplitude Shift Keying

The simplest modulation technique is ASK (amplitude 
shift keying). As shown in Figure 3-16, a data value of 1 
and a data value of 0 are represented by two different 
amplitudes of a signal. For example, the higher ampli-
tude could represent a 0, while the lower amplitude (or 
zero amplitude) could represent a 1. Note that during  
each bit period, the amplitude of the signal is constant. 
Thus, there is only one change of baud for each bit. (The 
voltage oscillations within a bit do not count as baud 
changes.)

ASK is not restricted to two possible amplitude levels. 
For example, you could create an ASK technique that 
incorporates four different amplitude levels, as shown 
in Figure 3-17. Each of the four different amplitude 
levels would represent 2 bits. You might recall that, 
when counting in binary, 2 bits yield four possible 
combinations: 00, 01, 10, and 11. Thus, every time the 
signal changes (every time the amplitude changes),  
2 bits are transmitted. As a result, the data rate (bps) is 
twice the baud rate. This is the opposite of a Manchester  
code in which the data rate is one-half the baud rate. A 
system that transmits 2 bits per signal change is more 
efficient than one that requires two signal changes for 
every bit. 
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1 0 1 0

Figure 3-16� A simple example of amplitude shift keying
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Figure 3-17� Amplitude shift keying using four different amplitude 
levels
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89Section 3-2: Converting Data into Signals

Amplitude shift keying has a weakness: it is suscepti-
ble to sudden noise impulses such as the static charges  
created by a lightning storm. When a signal is disrupted 
by a large static discharge, the signal experiences sig-
nificant increases in amplitude. For this reason, and 
because it is difficult to accurately distinguish among 
more than just a few amplitude levels, amplitude shift 
keying is one of the least efficient encoding techniques 
and is not used on systems that require a high data 
transmission rate. When transmitting data over stan-
dard telephone lines, ASK typically does not exceed 
1200 bps.

Frequency Shift Keying

FSK (frequency shift keying) uses two different fre-
quency ranges to represent data values of 0 and 1, as 
shown in Figure 3-18. For example, the lower frequency 
signal might represent a 1, while the higher-frequency 
signal might represent a 0. During each bit period, the 
frequency of the signal is constant.

Unlike amplitude shift keying, frequency shift keying 
does not have a problem with sudden noise spikes that 
can cause loss of data. Nonetheless, FSK is not perfect. It 
is subject to intermodulation distortion, a phenomenon 
that occurs when the frequencies of two or more signals 
mix and create new frequencies. Thus, like ASK, FSK is 
not used on systems that require a high data rate.

Phase Shift Keying

A third modulation technique is PSK (phase shift  
keying), which represents 0s and 1s by different changes 

in the phase of a waveform. For example, a 0 could indi-
cate no phase change, while a 1 could indicate a phase 
change of 180 degrees, as shown in Figure 3-19. 

This shift could also be represented on a grid showing the 
available values for each phase differential, as shown in 
Figure 3-20 (this grid will make more sense in a moment).

Phase changes are not affected by amplitude changes, 
nor are they affected by intermodulation distortions. 
Thus, phase shift keying is less susceptible to noise and 
can be used at higher frequencies. PSK is so accurate that 
the signal transmitter can increase efficiency by intro-
ducing multiple phase-shift angles. For example, QPSK 
(quadrature phase shift keying) incorporates four differ -
ent phase angles, as shown on the grid in Figure 3-21,  
each of which represents two bits: 

❯� A 45-degree phase shift represents a data value of 11

❯� A 135-degree phase shift represents 10

❯� A 225-degree phase shift represents 01

❯� A 315-degree phase shift represents 00

Figure 3-22 shows a simplified drawing of these four dif-
ferent phase shifts. Because each phase shift represents 
two bits, QPSK has double the efficiency of simple PSK. 
With this encoding technique, one signal change equals 
two bits of information; that is, 1 baud equals 2 bps.

But why not create a phase shift keying technique that 
incorporates eight different phase angles with 45-degree 
shifts? (See Figure 3-23.) This is called 8-PSK and allows 
transmission of three bits per phase change (3 bits per 
signal change, or 3 bits per baud). 
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1 0 1 0

Figure 3-18� Simple example of frequency shift keying
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Figure 3-19� Simple example of phase shift keying
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90 Chapter 3 Fundamentals of Data and Signals

180 0

Bit value = 0

Bit value = 1

Figure 3-20� A phase change of 180 degrees is 
represented by a straight line on a grid

Sixteen phase changes (16-PSK) would yield 4 bits per 
baud; 32 phase changes (32-PSK) yield 5 bits per baud. 
Note that 2 raised to the power of the number of bits per 
baud equals the number of phase changes. Or inversely, 
the log 2 of the number of phase changes equals the num-
ber of bits per baud. This concept is key to efficient 
communications systems: the higher the number of bits 
per baud, the faster the data rate of the system. You will 
revisit this concept.

180

01

10 11

00

90

270

0

Figure 3-21� Phase changes at 90 degrees apart 
can represent four different data values

What if you created a signaling method in which you 
combined 12 different phase-shift angles with two dif-
ferent amplitudes? Figure 3-24(a), known as a constel-
lation diagram, shows 12 different phase-shift angles 
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ta
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Time

Figure 3-22� Four phase angles of 45, 135, 225, and 315 
degrees, as seen in quadrature phase shift keying
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91Section 3-2: Converting Data into Signals

with 12 arcs radiating from a central point. Two dif-
ferent amplitudes are applied on each of four angles 
(but only four angles). Figure 3-24(b) shows a phase 
shift with two different amplitudes. Thus, eight phase 
angles have a single amplitude, and four phase angles 

have double amplitudes, resulting in 16 different 
combinations. 

This encoding technique is an example from a fam -
ily of encoding techniques termed QAM (quadrature  
amplitude modulation), which is commonly employed 
in Wi-Fi and cell phones, and it uses each signal change 
to represent four bits (4 bits yield 16 combinations).  
Figure 3-25 shows an overlay of the grid from Figure 3-24 
and the various values that can be determined by the 16  
different states of the QAM signal. 

The bps of the data transmitted using 16-QAM is four 
times the baud rate. For example, a system using a sig-
nal with a baud rate of 2400 achieves a data transfer rate 
of 9600 bps (4 3  2400). Interestingly, it is techniques 
like this that enable Internet access via DSL and digital 
television broadcasts on cable. In fact, newer Wi-Fi tech-
nologies (such as 802.11ax) employ 1024-QAM where 
the grid in Figure 3-25 would show 1,024 unique values 
rather than just 16. This dense constellation allows for 
significantly improved data throughput. Instead of just 
four bits per signal change, 1024-QAM communicates 
ten bits per signal change and so offers a bit rate ten 
times its baud rate. While there are additional factors 
that add complexity, it’s clear that 1024-QAM plays a  
significant role in new Wi-Fi data rates.
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100 010
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Figure 3-23� Phase changes at 45 degrees apart 
can represent eight different data values
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Figure 3-24� Figure (a) shows 12 different phases, 
while Figure (b) shows a phase change with two different 
amplitudes
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92 Chapter 3 Fundamentals of Data and Signals

Transmitting Analog Data with 
Digital Signals
It is often necessary to transmit analog data over a digital 
medium. For example, many scientific laboratories have 
testing equipment that generates test results as analog 
data. This analog data is converted to digital signals so 
that the original data can be transmitted through a com-
puter system and eventually stored in memory or on a 
storage disk. A music recording company that records 
songs for music albums also converts analog data to 
digital signals. An artist performs a song that produces 
music, which is analog data. A device then converts this 
analog data to digital data so that the binary 1s and 0s of 
the digitized music can be stored, edited, and eventually 
streamed over the Internet. When the song is played, 
the binary 1s and 0s are converted back to analog music 

through your computer’s speakers. Let’s look at the two 
techniques for converting analog data to digital signals.

Pulse Code Modulation

One encoding technique that converts analog data to 
a digital signal is PCM (pulse code modulation). Hard-
ware—specifically, a codec—converts the analog data to 
a digital signal by tracking the analog waveform and taking 
“snapshots” of the analog data at fixed intervals. Taking 
a snapshot involves calculating the height, or voltage, of 
the analog waveform above a given threshold. This height, 
which is an analog value, is converted to an equivalent 
fixed-sized binary value. This binary value can then be 
transmitted by means of a digital encoding format. Track-
ing an analog waveform and converting it to pulses that 
represent the wave’s height above or below a threshold 
is termed PAM (pulse amplitude modulation). The term 
“pulse code modulation” actually applies to the conver -
sion of these individual pulses into binary values. For the 
sake of brevity, however, this text refers to the entire pro-
cess simply as pulse code modulation.

Figure 3-26 shows an example of pulse code modulation. 
At time t  (on the x-axis), a snapshot of the analog wave-
form is taken, resulting in the decimal value 14 (on the 
y-axis). The 14 is converted to a 5-bit binary value (such 
as 01110) by the codec and transmitted to a device 
for storage. In Figure 3-26, the y-axis is divided into 32 
gradations, or quantization levels. (Note that the val-
ues on the y-axis run from 0 to 31, corresponding to 32  
divisions.) Because there are 32 quantization levels, 

each snapshot generates a 5-bit value (2 5 5  32).

0111 0110 0010 0001

0011 00000100

1100 1111 1001

101011101101 1011

0101

1000

0°

90°

180°

270°

Figure 3-25� 16-QAM yields 16 
different 4-bit values
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Figure 3-26� Example of taking “snapshots” of an  
analog waveform for conversion to a digital signal
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93Section 3-2: Converting Data into Signals

What happens if the snapshot value falls between 13 and 
14? If it is closer to 14, you would approximate and select 
14. If closer to 13, you would approximate and select 
13. Either way, your approximation would introduce an 
error into the encoding because you did not encode the 
exact value of the waveform. This type of error is called 
a quantization error, or quantization noise, and causes 
the regenerated analog data to differ from the original 
analog data.

To reduce this type of quantization error, you could 
tune the y-axis more finely by dividing it into 64 (i.e., 
double the number of) quantization levels. As always, 
you do not get something for nothing. This extra pre-
cision would require the hardware to be more precise, 
and it would generate a larger bit value for each sample  
(because having 64 quantization levels requires a 6-bit 
value, or 26 5  64). Continuing with the encoding of the 
waveform in Figure 3-26, you see that at time 2t , the 
codec takes a second snapshot. The voltage of the wave-
form here is found to have a decimal value of 6, and so 
this 6 is converted to a second 5-bit binary value and 
stored. The encoding process continues in this way—
with the codec taking snapshots, converting the voltage 
values (also known as PAM values) to binary form, and 
storing them—for the length of the waveform.

To reconstruct the original analog waveform from the 
stored digital values, special hardware converts each 
n-bit binary value back to decimal and generates an 
electric pulse of appropriate magnitude (height). With 

a continuous incoming stream of converted values, a 
waveform close to the original can be reconstructed, as 
shown in Figure 3-27.

Sometimes this reconstructed waveform is not a good 
reproduction of the original. What can be done to 
increase the accuracy of the reproduced waveform? As 
you have already seen, you might be able to increase 
the number of quantization levels on the y-axis. Also, 
the closer the snapshots are taken to one another (the 
smaller the time intervals between snapshots, or the  
finer the resolution), the more accurate the recon-
structed waveform will be. Figure 3-28 shows a recon-
struction that is closer to the original analog waveform. 
Once again, however, you do not get something for 
nothing. To take the snapshots at shorter time intervals, 
the codec must be of high-enough quality to track the 
incoming signal quickly and perform the necessary con-
versions. And the more snapshots taken per second, the 
more binary data generated per second. The frequency 
at which the snapshots are taken is called the sampling 
rate. If the codec takes samples at an unnecessarily 
high sampling rate, it will expend much energy for little 
gain in the resolution of the waveform’s reconstruction. 
Often, codec systems generate too few samples—use 
a low sampling rate—which reconstructs a wave form 
that is not an accurate reproduction of the original. 

What is the optimal balance between too high a sam-
pling rate and too low? According to a famous communi-
cations theorem created by Harry Nyquist, the sampling 
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Figure 3-27� Reconstruction of the analog waveform from 
the digital “snapshots”
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94 Chapter 3 Fundamentals of Data and Signals

rate using pulse code modulation should be twice the 
highest frequency of the original analog waveform to 
ensure a reasonable reproduction. Using the telephone 
system as an example and assuming that the highest 
possible voice frequency is 3400 Hz, the sampling rate 
should be 6800 samples per second to ensure reason-
able reproduction of the analog waveform. The tele-
phone system actually allocates a 4000-Hz channel for a 
voice signal, and thus samples at 8000 times per second.

Delta Modulation

A second method of analog data-to-digital signal conver -
sion is delta modulation. Figure 3-29 shows an example. 
With delta modulation , a codec tracks the incoming 

analog data by assessing up or down “steps.” During 
each time period, the codec determines whether the 
waveform has risen one delta step or dropped one 
delta step. If the waveform rises one delta step, a 1 is 
transmitted. If the waveform drops one delta step, a 0 
is transmitted. With this encoding technique, only 1 bit 
per sample is generated. Thus, the conversion from ana-
log to digital using delta modulation is quicker than with 
pulse code modulation, in which each analog value is 
first converted to a PAM value, and then the PAM value 
is converted to binary.

Two problems are inherent with delta modulation. If 
the analog waveform rises or drops too quickly, the 
codec may not be able to keep up with the change, and 
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Figure 3-28� A more accurate reconstruction of the original 
waveform using a higher sampling rate
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Figure 3-29� Example of delta modulation that is experi-
encing slope overload noise and quantizing noise
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95Section 3-2: Converting Data into Signals

slope overload noise results. What if a device is trying 
to digitize a voice or music that maintains a constant 
frequency and amplitude, like one person singing one 
note at a steady volume? Analog waveforms that do not 
change at all present another problem for delta modu -
lation. Because the codec outputs a 1 or a 0 only for a 

rise or a fall, respectively, a nonchanging waveform gen-
erates a pattern of 1010101010..., thus generating quan-
tizing noise. Figure 3-29 demonstrates delta modulation 
and shows both slope overload noise and quantizing 
noise.

Details    �The Relationship Between Frequency and Bits per Second

“Why is this network so slow? It’s taking forever to 
download!” When a network application is slow, users 
often demand that someone, such as a network engi-
neer, do something to make things go faster. What 
you now understand is that, in order to send data at a 
faster rate, one of two things must change: (1) the data 
must be transmitted with a higher-frequency signal, or  
(2) more bits per baud must be transmitted. Further -
more, neither of these solutions will work unless the 
medium that transmits the signal is capable of support-
ing the higher frequencies. 

be able to use two simple measures—Nyquist’s theorem 
and Shannon’s theorem—to calculate the data transfer 
rate of a system.

An important relationship exists between the frequency 
of a signal and the number of bits a signal can convey 
per second: the greater the frequency of a signal, the 
higher the possible data transfer rate. The converse 
is also true: the higher the desired data transfer rate, 
the greater the needed signal frequency. You can see 
a direct relationship between the frequency of a signal 
and the transfer rate (in bits per second, or bps) of the 
data that a signal can carry. Consider the amplitude 
modulation encoding, shown twice in Figure 3-30, of 
the bit string 1010…. In the first part of Figure 3-30, 
the signal (amplitude) changes four times during a  
one-second period (baud rate equals 4). The frequency of 
this signal is 8 Hz (eight complete cycles in one second),  
and the data transfer rate is 4 bps. In the second part 
of the figure, the signal changes amplitude eight times 
(baud rate equals 8) during a one-second period. The 
frequency of the signal is 16 Hz, and the data transfer 
rate is 8 bps. As the frequency of the signal increases, 
the data transfer rate (in bps) increases.

Note
It’s important to understand the difference between 
the speed at which a signal travels along a cable or 
wireless connection versus the speed at which data 
is transmitted across that connection. Throughout 
this chapter, you’ve read about the delays caused by 
converting data to signals and back again, and the 
complications that arise when communicating data 
through a signal. At the same time, the signal itself 
experiences small delays. Although electrons travel 
rapidly, they still must travel, and a brief delay takes 
place between the instant when a signal leaves its 
source and when it arrives at its destination. These 
various delays collectively are referred to as latency . 
Other factors can also increase latency, such as cable 
limitations, number of transfers between devices, 
noise in the network, traffic congestion overwhelming 
network devices, processing delays, collisions with 
other messages, and conversion from one type of 
transmission to another.

To begin to understand all these interdependencies, it 
is helpful to both understand the relationship between 
bits per second and the frequency of a signal, and to 
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(a)  4 bps, 8 Hz

(b)  8 bps, 16 Hz

1

1 0 1 0 1 0

1 Second

1 Second

Figure 3-30� Comparison of signal  
frequency with bits per second
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96 Chapter 3 Fundamentals of Data and Signals

This example is simple because it contains only two  
signal levels (amplitudes), one for a binary 0 and one for  
a binary 1. What if you had an encoding technique with 
four signal levels, as shown in Figure 3-31? Because 
there are four signal levels, each signal level can rep-
resent two bits. More precisely, the first signal level can 
represent a binary 00, the second a binary 01, the third 
a binary 10, and the fourth signal level a binary 11. Now 
when the signal level changes, two bits of data will be 
transferred.

Two formulas express the direct relationship between 
the frequency of a signal and its data transfer rate: 
Nyquist’s theorem and Shannon’s theorem. Nyquist’s 
theorem  calculates the data transfer rate of a signal 
using its frequency and the number of signaling levels:

Data rate 5 2 3 f 3 log 2 (L)

in which the data rate is in bits per second (the chan-
nel capacity), f is the frequency of the signal, and L is 
the number of signaling levels. For example, given 

a 3100-Hz signal and two signaling levels (like a high 
amplitude and a low amplitude), the resulting channel  
capacity is 6200 bps, which results from 2 3  3100 3   
log 2 (2) 5  2 3  3100 3  1. Be careful to use log2 and 
not log 10. (If your calculator does not have a log 2 key, 
as most do not, you can always approximate an answer 
by taking the log 10 and then divide by 0.301.) A 3100-
Hz signal with four signaling levels yields 12,400 bps. 
Note further that the Nyquist formula does not incor -
porate noise, which is always present. Thus, many use 
the Nyquist formula not to solve for the data rate, but 
instead, given the data rate and frequency, to solve for 
the number of signal levels L.

Shannon’s theorem  calculates the maximum data 
transfer rate of an analog signal (with any number of sig-
nal levels) and incorporates noise:

Data rate 5 f 3 log 2 (1 1 S / N)

in which the data rate is in bits per second, f is the fre-
quency of the signal, S is the power of the signal in 
watts, and N is the power of the noise in watts. Consider 
a 3100-Hz signal with a power level of 0.2 watts and a 
noise level of 0.0002 watts: 

	 Data rate 5 3100 3 log 2 (1 1 0.2 / 0.0002) 

          5 3100 3 log 2 (1001) 

 5 3100 3 9.97 

 5 30,901  bps 
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Figure 3-31� Hypothetical signaling  
technique with four signal levels

Remember this…
❯� There are four main combinations of data and 
signals transmissions: analog data transmitted 
using analog signals, digital data transmitted using 
square-wave digital signals, digital data transmitted 
using discrete analog signals, and analog data trans-
mitted using digital signals.

❯� Modulation is the process of sending data over 
a signal by varying its amplitude, frequency, or 
phase. In the modulation process, the original audio 
waveform and the carrier wave are essentially 
added together to produce the third waveform. 

❯� To transmit digital data using square-wave digital 
signals, the 1s and 0s of the digital data must be 
converted to the proper physical form that can be 
transmitted over a wire or an airwave. Digital encod-
ing schemes convert the 0s and 1s of digital data 
into the appropriate transmission form. Five digital 
encoding schemes that are representative of most 
digital encoding schemes are NRZ-L, NRZI, Manches-
ter code, differential Manchester code, and 4B/5B.

❯� The technique of converting digital data to an ana-
log signal is also an example of modulation. But in 
this type of modulation, the analog signal takes on a 
discrete number of signal levels. Thus, even though 
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97Section 3-3: Characters and Codes

they are fundamentally analog signals, they operate 
with a discrete number of levels, much like a digital 
signal.

❯� Analog data often must be converted to digital 
signals so the original data can be transmitted 
through a computer system and eventually stored 
in memory or on a storage disk. PCM (pulse code 
modulation) converts the analog data to a digital 
signal by tracking the analog waveform and taking 
“snapshots” of the analog data at fixed intervals. 
With delta modulation, a codec tracks the incoming 
analog data by assessing up or down “steps.”

Self-check
4.	 When a traffic light is green, it means you can 

go. When a traffic light is red, it means you must 
stop. Which digital encoding scheme does this 
analogy illustrate?

a.	 NRZI

b.	 Manchester code

c.	 NRZ-L

d.	 Differential Manchester code

5.	 What is one advantage Manchester codes offer 
over NRZ schemes?

a.	 NRZ schemes offer a baud rate equal to the 
data rate.

b.	 Manchester codes are better synchronized.

c.	 Manchester codes are cheaper to implement 
in hardware.

d.	 NRZ schemes are more resistant to noise 
and errors.

6.	 Which shift keying technique is most resistant 
to noise?

a.	 FSK

b.	 QSK

c.	 ASK

d.	 PSK

Check your answers at the end of this chapter.

Section 3-3: Characters 
and Codes
One of the most common forms of data transmitted 
between a transmitter and a receiver is textual data. 
For example, banking institutions that wish to trans-
fer money often transmit textual information, such 

as account numbers, names of account owners, bank 
names, addresses, and the amount of money to be 
transferred. This textual information is transmitted as 
a sequence of characters. To distinguish one character 
from another, each character is represented by a unique 
binary pattern of 1s and 0s. The set of all textual charac-
ters or symbols and their corresponding binary patterns 
is called a character set. The most popular character set 
used to be ASCII; however, this standard presents some 
significant problems and has been augmented by the 
Unicode standard. Let’s examine each of these to see 
how one builds on the other.

ASCII
ASCII (American Standard Code for Information  
Interchange), pronounced “askee,” is a government 
standard in the United States and is one of the most 
widely used data codes in the world. The ASCII charac-
ter set exists in a few different forms, including a 7-bit 
version that allows for 128 (2 7 5  128) possible combi-
nations of textual symbols representing uppercase and 
lowercase letters, digits 0 to 9, special symbols, and 
control characters. Because the byte, which consists 
of 8 bits, is a common unit of data, the 7-bit version of 
ASCII characters usually includes an eighth bit. This 
eighth bit can be used to detect transmission errors  
(a topic that will be discussed in Chapter 4). Alternately, 
it can provide for 128 additional characters defined by 
the application using the ASCII code set, or it can simply 
be a binary 0. Figure 3-32 shows the ASCII character set 
and the corresponding 7-bit values.

To send the message “Transfer $1200.00” using 7-bit 
ASCII, the corresponding bits would be those shown in 
Figure 3-33.

Unicode
One of the major problems with ASCII is that it cannot 
represent symbols other than those found in the English 
language. It cannot even represent all the different types 
of symbols in the English language, such as many of the 
technical symbols used in engineering and mathematics.  
What if you need to represent characters from other 
languages around the world? In the interest of interna-
tionalization of web standards, you need a more robust 
character set—Unicode. Unicode  is a more robust  
standard that provides a unique coding value, or code 
point, for every character in every language, no matter 
the platform. Currently, Unicode supports nearly 145,000 
unique characters covering the world’s languages,  
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98 Chapter 3 Fundamentals of Data and Signals

symbols, and even emojis. For example, the Greek 
symbol b has the Unicode value of hexadecimal 03B2 
(binary 0000 0011 1011 0010). ASCII is one of those sup-
ported code charts and so is now a subset of Unicode.  
Many of the large computer companies such as Apple, 
HP, IBM, Microsoft, Oracle, Sun, and Unisys have 
adopted Unicode as have a large majority of websites 
globally. Because the list of all Unicode characters is so 
large, it’s not shown here. If you are interested, you can 
view the Unicode website at unicode.org.

Returning to the example of sending a text-based mes-
sage, if you sent “Transfer $1200.00” using Unicode, the 
corresponding characters in binary would be those 
shown in Figure 3-34.

0000
0001
0010
0011
0100
0101
0110
0111
1000
1001
1010
1011
1100
1101
1110
1111

000
NUL
SOH
STX
ETX
EOT
ENQ
ACK
BEL
BS
HT
LF
VT
FF
CR
SO
SI

001
DLE
DC1
DC2
DC3
DC4
NAK
SYN
ETB
CAN
EM
SUB
ESC
FS
GS
RS
US

High-order bits (7, 6, 5)

Lo
w

-o
rd

er
 b

its
 (

4,
 3

, 2
, 1

)

010
SPACE
!
“
#
$
%
&
‘
(
)
*
+
’
-
.
/

011
0
1
2
3
4
5
6
7
8
9
:
;
<
=
>
?

100
@
A
B
C
D
E
F
G
H
I
J
K
L
M
N
O

101
P
Q
R
S
T
U
V
W
X
Y
Z
[
\
]
^
—

110
`
a
b
c
d
e
f
g
h
i
j
k
l
m
n
o

111
p
q
r
s
t
u
v
w
x
y
z
{
|
}
~
DEL

Figure 3-32� The ASCII character set

101 0100 111 0010 110 0001 110 1110 111 0011 110 0110

T r a n s f

110 0101 111 0010 010 0000 010 0100 011 0001 011 0010

e r [space] $ 1 2

011 0000 011 0000 010 1110 011 0000 011 0000

0 0 . 0 0

Figure 3-33� ASCII bits for the message “Transfer $1200.00”

All Things Considered

Thought Experiment

Using the ASCII and Unicode character code sets, 
what are the binary encodings of the message “Hello, 
world”?

0000 0000 0101 0100

0000 0000 0111 0010

0000 0000 0110 0001

0000 0000 0110 1110

0000 0000 0111 0011

0000 0000 0110 0110

0000 0000 0110 0101

0000 0000 0111 0010

0000 0000 0010 0000

0000 0000 0010 0100

0000 0000 0011 0001

0000 0000 0011 0010

0000 0000 0011 0000

0000 0000 0011 0000

0000 0000 0010 1110

0000 0000 0011 0000

0000 0000 0011 0000

T

r

a

n

s

f

e

r

space

$

1

2

0

0

.

0

0

Figure 3-34� Unicode bits for the message “Transfer 
$1200.00”
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99Section 3-3: Characters and Codes

Interestingly, Unicode is a global character set that 
matches each character to a code point (numerical 
value), but it does not define how each code point 
should be grouped into bits and bytes on a computer 
network or file like a web page. This step requires a char -
acter encoding scheme to determine number of bits or 
bytes per character and how to use bit spaces efficiently 
to avoid all those leading 0s you see in Figure 3-34. Two 
Unicode character encoding schemes still used today 
are UTF-8 and UTF-16, with UTF-8 being by far the more 
popular. UTF-8 dedicates one to four 8-bit bytes for each 
symbol in the Unicode character set. ASCII symbols can 
all be represented with a single UTF-8 byte, while other 
symbols require at least two bytes. UTF-16 takes a sim-
ilar approach in using two or four bytes per symbol.  
UTF-16 is less efficient for ASCII characters, which are 
the primary characters used for most web pages writ-
ten in English and other common languages, but it can 
be more efficient with the symbols of certain other 
languages. 

The character encoding set is defined in a web page’s 
header where HTML (Hypertext Markup Language), 
which is the programming language used to build web 
pages, lists the charset attribute. This way, a web client 
knows how to map each bit combination in the page’s 
content to Unicode code points. For example, the HTML 
code at the beginning of Google’s home page, as shown 
in Figure 3-35, lists the charset attribute to specify the 
character encoding as UTF-8. This ensures that both 
web server and web client use the same key, so to speak, 
to match bit combinations to Unicode code points.

Remember this…
❯� The set of all textual characters or symbols and 
their corresponding binary patterns is called a 
character set. Two important character sets are 
ASCII and Unicode.

❯� The ASCII character set exists in a few different 
forms, including a 7-bit version that allows for  

128 (27 5 128) possible combinations of textual 
symbols representing uppercase and lowercase 
letters, digits 0 to 9, special symbols, and control 
characters.

❯� One of the major problems with ASCII is that it can-
not represent symbols other than those found in 
the English language or many of the technical sym-
bols used in engineering and mathematics. 

❯� Unicode is a more robust character set that pro-
vides a unique coding value for every character in 
every language, no matter the platform.

❯� Unicode does not define how each code point should 
be translated into bits on a computer network or 
file like a web page. This step requires a character 
encoding scheme. Two Unicode character encoding 
schemes still used today are UTF-8 and UTF-16, with 
UTF-8 being by far the more popular.

Self-check
7.	 Which character set contains the most 

symbols?

a.	 Unicode

b.	 UTF-8

c.	 ASCII

d.	 UTF-16

8.	 You’re designing a website for your small busi-
ness. Which character encoding scheme is most 
likely to be compatible with all the symbols 
you’ll need while providing the most efficient 
use of hardware resources for your English-lan-
guage website?

a.	 ASCII

b.	 UTF-8

c.	 UTF-16

d.	 Unicode

Check your answers at the end of this chapter.

This web page uses the UTF-8
character encoding scheme

Figure 3-35� The charset attribute in the HTML header specifies the character encoding scheme used for this 
web page
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100 Chapter 3 Fundamentals of Data and Signals

Summary

Section 3-1: Data and Signals

❯� Data conveys meaning while signals are electric or 
electromagnetic impulses used to encode and trans-
mit data. Both data and signals can exist in analog or 
digital forms.

❯� Analog data and analog signals are represented as 
continuous waveforms that can be at an infinite num-
ber of points between some given minimum and max-
imum. Digital data and digital signals are composed 
of a discrete or fixed number of values, rather than a 
continuous or infinite number of values.

❯� Analog signals are represented by sine waves, which 
are defined by their amplitude, frequency, and phase.

❯� When traveling through any type of medium, a signal 
always experiences some loss of its power due to 
friction. This loss of power, or loss of signal strength, 
is called attenuation. Attenuation in a medium such 
as copper wire is a logarithmic loss in which a value 
decrease of 1 represents a tenfold decrease, and it’s 
a function of distance and the resistance within the 
wire.

Section 3-2: Converting Data into Signals

❯� There are four main combinations of transmitting  
data and signals: analog data transmitted using analog 
signals, digital data transmitted using square-wave 
digital signals, digital data transmitted using discrete 
analog signals, and analog data transmitted using  
digital signals.

❯� Modulation is the process of sending data over a sig-
nal by varying its amplitude, frequency, or phase. In 
the modulation process, the original audio waveform 
and the carrier wave are essentially added together to 
produce the third waveform. 

❯� To transmit digital data using square-wave digital 
signals, the 1s and 0s of the digital data must be con-
verted to the proper physical form that can be trans-
mitted over a wire or an airwave. Digital encoding 
schemes convert the 0s and 1s of digital data into the 
appropriate transmission form. Five digital encoding  
schemes that are representative of most digital 

encoding schemes are NRZ-L, NRZI, Manchester code, 
differential Manchester code, and 4B/5B.

❯� The technique of converting digital data to an analog 
signal is also an example of modulation. But in this 
type of modulation, the analog signal takes on a dis-
crete number of signal levels. Thus, even though they 
are fundamentally analog signals, they operate with a 
discrete number of levels, much like a digital signal.

❯� Analog data often must be converted to digital signals 
so the original data can be transmitted through a 
computer system and eventually stored in memory or 
on a storage disk. PCM (pulse code modulation) con-
verts the analog data to a digital signal by tracking the 
analog waveform and taking “snapshots” of the analog 
data at fixed intervals. With delta modulation, a codec 
tracks the incoming analog data by assessing up or 
down “steps.”

Section 3-3: Characters and Codes

❯� The set of all textual characters or symbols and their 
corresponding binary patterns is called a charac-
ter set. Two important character sets are ASCII and 
Unicode.

❯� The ASCII character set exists in a few different forms, 
including a 7-bit version that allows for 128 (2 7 5 128) 

possible combinations of textual symbols represent-
ing uppercase and lowercase letters, digits 0 to 9,  
special symbols, and control characters.

❯� One of the major problems with ASCII is that it can-
not represent symbols other than those found in the 
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English language or many of the technical symbols 
used in engineering and mathematics. 

❯� Unicode is a more robust character set that provides a 
unique coding value for every character in every  
language, no matter the platform.

❯� Unicode does not define how each code point should 
be translated into bits on a computer network or 
file like a web page. This step requires a character 
encoding scheme. Two Unicode character encoding 
schemes still used today are UTF-8 and UTF-16, with 
UTF-8 being by far the more popular.

For definitions of key terms, see the Glossary near the end of the book.

4B/5B

amplification

amplitude

analog data

analog signal

ASCII (American Standard Code for 
Information Interchange)

ASK (amplitude shift keying)

bandwidth

baud rate

bps (bits per second)

character set

codec

data

data rate

dB (decibel)

delta modulation

differential Manchester code

digital data

digital signal

digitization

effective bandwidth

frequency

FSK (frequency shift keying)

HTML (Hypertext Markup 
Language)

latency

Manchester code

modulation

noise

NRZI (nonreturn to zero inverted)

NRZ-L (nonreturn to zero-level)

Nyquist’s theorem

PCM (pulse code modulation)

period

phase

PSK (phase shift keying)

QAM (quadrature amplitude 
modulation)

QPSK (quadrature phase shift 
keying)

self-clocking

Shannon’s theorem

signal

spectrum

Unicode

1.	 Which of the following is an example of data?

a.	 Cellular connection between your smart-
phone and the cell tower

b.	 Bits saved on your hard drive

c.	 Light pulses on a fiber-optic cable

d.	 Wi-Fi signal transmitted through your house

2.	 What is the essential difference between continu-
ous signals and discrete signals?

a.	 Number of values within the signal

b.	 Type of data the signal can carry

c.	 Presence of noise

d.	 Waveform shape

Key Terms

Review Questions

Review Questions
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102 Chapter 3 Fundamentals of Data and Signals

10.	 If a signal starts with a strength of 60 watts and 
experiences a 3-dB loss in transit to the receiver, 
what is the power level of the signal at the 
receiver?

a.	 30 watts

b.	 180 watts

c.	 57 watts

d.	 120 watts

11.	 Incorporating self-clocking in an encoding scheme 
resulted in a higher _____________.

a.	 bit rate

b.	 data rate

c.	 baud rate

d.	 transmission rate

12.	 Which encoding scheme has the lowest baud rate?

a.	 NRZ-L

b.	 Manchester code

c.	 4B/5B

d.	 128B/132B

13.	 What is the equivalent 4B/5B code of the bit string 
0001 1000?

a.	 11110 01001 

b.	 01001 10010 

c.	 01001 01111 

d.	 01001 11011 

14.	 Which type of shift keying can provide the highest 
data rates?

a.	 8-PSK

b.	 ASK

c.	 QPSK

d.	 FSK

15.	 If 16-QAM is used to transmit a signal with a baud 
rate of 10,000, what is the corresponding data 
transfer rate?

a.	 2,000 bps

b.	 2,500 bps

c.	 32,000 bps

d.	 40,000 bps

16.	 Which of the following statements is true?

a.	 AM radio uses ASK.

b.	 FM radio uses FSK.

c.	 Wi-Fi uses QAM.

d.	 Cell towers use PAM.

3.	 What is a primary advantage of digital signals over 
analog signals?

a.	 Increased complexity

b.	 Infinite number of values

c.	 Can transmit analog data

d.	 Decreased noise

4.	 Which of the following is NOT a basic component of 
all signals?

a.	 Frequency

b.	 Phase

c.	 Bandwidth

d.	 Amplitude

5.	 What is the frequency in Hz of a signal that repeats 
75,000 times in one minute?

a.	 3100 Hz

b.	 1333 Hz

c.	 3400 Hz

d.	 1250 Hz

6.	 What is the period in seconds of a signal that 
repeats 75,000 times in one minute?

a.	 .0008 second

b.	 .006 second

c.	 .00075 second

d.	 1 second

7.	 What is the spectrum of the human voice?

a.	 4200 Hz

b.	 300 Hz to 3400 Hz

c.	 30 Hz to 4200 Hz

d.	 3100 Hz

8.	 What is the bandwidth of a Wi-Fi channel whose 
lowest frequency is 2401 MHz (megahertz) and 
highest frequency is 2423 MHz?

a.	 24 MHz

b.	 2.4 GHz

c.	 22 MHz

d.	 5 GHz

9.	 A signal starts at point X. As it travels to point Y, it 
loses 8 dB. At point Y, the signal is boosted by 10 
dB. As the signal travels to point Z, it loses 5 dB. 
What is the dB strength of the signal at point Z?

a.	 25 dB

b.	 13 dB

c.	 23 dB

d.	 7 dB
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103Hands-On Project 3

19.	 How many UTF-8 bytes are used for the Unicode 

symbol U1 0041, which represents the English  
letter A?

a.	 One

b.	 Two

c.	 Three

d.	 Four

20.	 Based on the information shown in Figure 3-36, 
what character encoding scheme does the Cengage 
website use?

a.	 ASCII

b.	 Unicode

c.	 UTF-8

d.	 UTF-16

17.	 Using Shannon’s theorem, calculate the data trans-
fer rate to the nearest whole number given the fol-
lowing information:

❯� Signal frequency = 10,000 Hz
❯� Signal power = 2000 watts
❯� Noise power = 180 watts

a.	 10,832 bps

b.	 45,076 bps

c.	 13,568 bps

d.	 35,986 bps

18.	 Which of these symbols is NOT part of the ASCII 
character set?

a.	 Á

b.	 @

c.	 9

d.	 A

Figure 3-36� HTML header for the Cengage home page

Latency around the World
Estimated time: 	20 minutes

Resources:
❯� Internet access

Hands-On Project 3
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104 Chapter 3 Fundamentals of Data and Signals

❯� Context:
To communicate with devices on other networks—even around the world—your message must traverse a number 
of other devices, including several routers. The protocol IP (Internet Protocol) tracks the number of jumps or hops 
a message takes along the way to its destination. Each of these hops requires a tiny bit of time as the signal crosses 
each connection and is processed by each device to interpret the data within the signal. In this chapter, you learned 
that latency is the collective delay caused by the time it takes messages to travel between its source and its desti-
nation. This concept is easy to see in the real world, where it takes longer, for example, for you to travel across the 
country than it does to go down the street to the grocery store. Even though network messages travel much faster 
than a car or a jet plane, it still takes time for them to get from one place to another. And then the response must also 
travel across a similar number of hops, resulting in a longer RTT (round trip time). 

In this project, you’ll enter commands at a CLI (command line interface) to interact with your Windows computer 
and routers around the world. Typically you use a GUI (graphical user interface) to interact with your computer, such 
as the windows you click to browse to a website or open an email. A CLI can provide functionality you can’t access 
through the GUI. 

To see how distance affects a message’s RTT, complete the following steps:

1.	 To open a CLI, right-click Start and click either Windows PowerShell or Command Prompt, depending on 
which of these tools is available by default in your Start menu.

2.	 The tracert command measures the latency from your location to each router along a path to a specific  
target. For example, if your message must cross three routers to reach a web server, tracert will tell you the 
latency to each of those routers and to the web server itself. To practice, type tracert google.com and 
press Enter. What results do you get? Do you recognize the location for any of the routers in the reported path? 
How can you tell where these routers are located?

3.	 Enter tracert on a website whose servers are located on a different continent from your location—across 
one ocean. For example, if you’re located in the Midwest or Eastern United States, you can run the command 
tracert london.edu (London Business School). If you are on the West Coast, however, you might get more 
useful results for this step by targeting a server across the Pacific Ocean, such as tracert www.tiu.ac.jp 
(Tokyo International University). What command did you use?

4.	 Examine the output and find the point in the route when messages started jumping across the ocean. By what 
percentage does the RTT increase after the jump compared with before it? You can see an example in  
Figure 3-37.

		  To calculate the percentage for this jump, select a time from just after the jump (129, for example) and divide it 

by a time from just before the jump (such as 27), then multiply by 100 percent: 129/27 3  100% 5  478%. In this 
case, the sample data yields a 478 percent increase. It takes nearly five times as long for a message to go round-
trip across the Atlantic from the United States to London, England (the location of this first European router) as 

��������
�������������� �
�����������������
���
������
�������

Figure 3-37� The latency time increases significantly as messages start to 
cross the ocean
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it does for a message to travel round trip between two servers that are both located on the U.S. East Coast (this 
local computer and the last U.S. router in the route).

5.	 Choose a website whose servers are on a continent even farther away from you. For example, if you are in the 
United States, you could trace the route to the University of Delhi in India at the address du.ac.in. What com-
mand did you use? How many hops did it take until the route crossed an ocean? What other anomalies do you 
notice about this global route?

6.	 Choose one more website as close to directly across the globe from you as possible. U.S. locations might want 
to use the University of Western Australia at uwa.edu.au. What command did you use? How many hops are in 
the route? Did the route go east or west around the world from your location? How can you tell?

7.	 Scott Base in Antarctica runs several webcams from various research locations. Run a trace to the Scott Base 
website at antarcticanz.govt.nz. What’s the closest router to Scott Base’s web server that your trace reached? 
If you can’t tell from the command output where the last response came from, go to iplocation.net in your 
browser. Enter the final hop’s IP address to determine that router’s location.

8.	 Think about other locations around the world that might be reached through an interesting geographical route, 
such as traversing a place you would like to visit or tapping routers in an exotic location. Find a website hosted 
in that location and trace the route to it. Which website did you target? Where is it located? What are some 
router locations along the route of your trace? Take a screenshot of the output for your trace; submit this visual 
with your answers to this project’s questions.

Harry Nyquist and Claude Shannon developed their maximum data rate theorems in the mid-twentieth century, 
which was a busy time for data communications formulas and theorems. Noiseless and noisy data rates weren’t the 
only issues being explored, defined, and theorized. Nyquist and Shannon are both famous for other theorems and 
conceptual work as well, including Nyquist’s sampling theorem that sometimes is more aptly associated with Shan -
non and other researchers.

In this chapter, you learned about the importance of sampling rate in converting analog waveforms into digital data. 
Do some research online about the Nyquist-Shannon sampling theorem, then respond to the following questions:

❯� What does the Nyquist-Shannon theorem indicate?

❯� Who are the other researchers who contributed to the discovery of this principle?

❯� How is this principle useful in creating digital music recordings?

Go to the discussion forum in your school’s LMS (learning management system). Write a post of at least 100 words 
discussing your thoughts about the Nyquist-Shannon theorem in response to the above questions. Then respond to 
two of your classmates’ threads with posts of at least 50 words discussing their comments and ideas. Use complete 
sentences, and check your grammar and spelling. Try to ask open-ended questions that encourage discussion, and 
remember to respond to people who post on your thread. Use the rubric in Table 3-2 to help you understand what is 
expected of your work for this assignment.

Reflection Discussion 3

Reflection Discussion 3
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106 Chapter 3 Fundamentals of Data and Signals

Table 3-2� Grading rubric for Reflection Discussion 3

Task Novice Competent Proficient Earned
Initial post Generalized statements about 

the Nyquist-Shannon theorem

30 points

Some specific statements with 
supporting evidence about 
the Nyquist-Shannon theorem, 
the contributing researchers, 
and the effect on digital music

40 points

Self-reflective discussion with 
specific and thoughtful state-
ments and supporting evidence 
describing the Nyquist-Shannon 
sampling theorem, identifica-
tion of at least four contributing 
researchers, and a clear and thor-
ough statement explaining the 
effects of the sampling theorem 
on the parameters of recording 
music in digital format

50 points

Initial post: 
Mechanics

• 	 Length < 100 words

• 	 Several grammar and spell-
ing errors

5 points

• 	 Length = 100 words

• 	 Occasional grammar and 
spelling errors

7 points

• 	 Length > 100 words

• 	 Appropriate grammar and 
spelling

10 points

Response 1 Brief response showing little 
engagement or critical thinking

5 points

Detailed response with spe-
cific contributions to the 
discussion

10 points

Thoughtful response with  
specific examples or details and 
open-ended questions that invite 
deeper discussion of the topic

15 points

Response 2 Brief response showing little 
engagement or critical thinking

5 points

Detailed response with spe-
cific contributions to the 
discussion

10 points

Thoughtful response with  
specific examples or details and 
open-ended questions that invite 
deeper discussion of the topic

15 points

Both 
responses: 
Mechanics

• 	 Length < 50 words each

• 	 Several grammar and  
spelling errors

5 points

• 	 Length = 50 words each

• 	 Occasional grammar and 
spelling errors

7 points

• 	 Length > 50 words each

• 	 Appropriate grammar and 
spelling

10 points

Total

Section 3-1: Data and Signals

1.	 Which of the following is most analogous to data 
transmitted across a network connection?

Answer: b. Lyrics of a song

Explanation: Of all these options, only lyrics of a song 
conveys the meaning of a message. 

2.	 Which of the following is most analogous to digital 
data?

Answer: d. Morse code sent by flashlight

Explanation: Of all these options, only Morse code sent 
by flashlight relies on a discrete or fixed number of values 
rather than a continuous or infinite number of values. 

Solutions to Self-Check Questions
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Explanation: Phase changes are not affected by ampli-
tude changes, nor are they affected by intermodulation 
distortions. Thus, phase shift keying (PSK) is less sus-
ceptible to noise and can be used at higher frequencies 
than other types of shift keying. In fact, PSK is so accu-
rate that the signal transmitter can increase efficiency 
by introducing multiple phase-shift angles, such as 
QPSK (quadrature phase shift keying).

Section 3-3: Characters and Codes

7.	 Which character set contains the most symbols?

Answer: a. Unicode

Explanation: Unicode is a robust standard that pro-
vides a unique coding value (called a code point) for 
every character in every language. Currently, Unicode 
supports nearly 145,000 unique characters covering 
the world’s languages, symbols, and even emojis. ASCII, 
however, is limited to a maximum of 256 possible values. 
UTF-8 and UTF-16 are character encoding schemes, not 
character sets.

8.	 You’re designing a website for your small business. 
Which character encoding scheme is most likely 
to be compatible with all the symbols you’ll need 
while providing the most efficient use of hardware 
resources for your English and Spanish-language 
website?

Answer: b. UTF-8

Explanation: ASCII symbols, which are the primary 
characters used for most web pages written in English 
and other common languages, can all be represented 
with a single UTF-8 byte. UTF-16 is less efficient for ASCII 
characters.

3.	 Amplitude is to frequency as:

Answer:  a. The diameter of a bicycle wheel is to the 
speed of its rotation

Explanation: Amplitude is the height of a signal wave. 
This is similar to the diameter of a bicycle wheel, which 
defines how high and low a point on the wheel will travel 
as the wheel turns. Frequency is the number of times a 
cycle is completed in a given time frame, which is simi-
lar to the speed at which a bicycle wheel rotates.

Section 3-2: Converting Data into Signals

4.	 When a traffic light is green, it means you can go. 
When a traffic light is red, it means you must stop. 
Which digital encoding scheme does this analogy 
illustrate?

Answer: c. NRZ-L

Explanation: The NRZ-L digital encoding scheme gives 
one charge for a value of 1 and a different charge for a 
value of 0. This is similar to how a traffic light works, 
which shows one color for “go” and a different color for 
“stop.”

5.	 What is one advantage Manchester codes offer 
over NRZ schemes?

Answer: b. Manchester codes are better synchronized.

Explanation: In the Manchester codes, there is always a 
transition in the middle of a bit. Thus, the receiver can 
expect a signal change at regular intervals and can syn-
chronize itself with the incoming bit stream.

6.	 Which shift keying technique is most resistant to 
noise?

Answer: d. PSK

Solutions to Self-Check Questions
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Objectives
After reading this chapter, 
you should be able to:

• 	Explain the components 
of data link layer frames

• 	 Identify types of network 
noise that cause 
transmission errors

• 	Describe the strengths 
and limitations of various 
error detection techniques

• 	Compare error control 
techniques and 
appropriate uses of each 
type

Introduction
In Chapter 3, you learned how the physical layer transmits bits across 
a physical or wireless medium. However, the physical layer has no 
awareness of the meaning of the data bits being transmitted. At this 
layer, there only exists streams of bits. Connecting a computer to a 
device requires more than just resolving connections at the physical 
layer. It is also necessary to define the packaging of the data as it gets 
transferred between a computer and other devices. In general, the 
basic configuration of this packaging is determined by data link layer 
standards. In this chapter, you’ll learn about the packaging employed 
by the data link layer, the problems that can happen to a message in 
transit, and ways the data link layer handles those problems.

Section 4-1: Data Link Frames
As you read in Chapter 2, interface standards define the physical con-
nection between a computer and a peripheral or another device on a 
network, and these standards reside at the physical layer of the TCP/IP 
protocol suite. But there is more to creating a connection than just defin-
ing the various physical components. 

To transmit data successfully between two points on a network, such 
as between a workstation and a network server, you also need to define 
the data link connections. This refers to how data is packaged for 
transmission across a network connection. For example, think about what 
happens when you send a letter through the mail. You must package the 
letter inside an envelope, which acts as a carrier for the message itself. A 
data frame functions in much the same way. Bits at the beginning and end 
of the data signal serve as a package for the data as it traverses a network 
connection. This package is called a frame with special bits added to both 
the beginning and the end of the data bits, thereby “framing” the data. If 
you once again relate this to the TCP/IP protocol suite, you will note that 
the data link connection is performed at the data link layer.

Frames and Errors

Chapter 4

04406_ch04_ptg01_108-140.indd   108 12/31/21   4:16 PM

Copyright 2023 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



109Section 4-1: Data Link Frames

Data Link Responsibilities
To appreciate the issues involved in defining a data link 
connection, first assume that the physical layer connec-
tions are already defined by the type of medium being 
used. These protocols define aspects such as mod-
ulation or encoding. Now, given that the sender and 
receiver are using the same physical layer protocol, the 
next questions that must be resolved are as follows: 

❯� Which device is the message intended for?

❯� What is the basic form of the data frame that is 
passed between sender and receiver? 

❯� When can data be sent along the medium to avoid 
overlapping signals interfering with each other?

❯� How are errors detected and handled?

Questions such as these define the type of communica-
tion that happens at the data link layer. While examin-
ing the data link connection, recall the duties of the data 
link layer from the TCP/IP protocol suite—two of which 
are to create a frame of data for transmission between 
sender and receiver, and to provide some way of check -
ing for errors during transmission. Keep these duties in 
mind throughout this chapter. For now, let’s look at what 
information the frame adds to each packet.

Frame Components
When a message is first created by an application to be 
transmitted across a network, the data contained within 
that message is called the payload. As the payload trav-
els down the TCP/IP layers, some of these layers add 
extra bits at the beginning of the payload that contain 
information needed for the same layer on the receiving 
end. These extra bits for each layer are called a header . 
Figure 4-1 shows the various layers’ headers added to 
the front of a payload. Recall from Chapter 1 that this 
process of adding layers of information to the front of a 
payload is called encapsulation. Each layer’s protocols 
add their own pieces of information to their own headers 
and then pass the message on to the next layer, which 
then adds its header. The result is that each message 
traversing a network is preceded by a series of head-
ers representing the layers of network communication. 

At the end of the data, a much shorter trailer closes the 
frame around the data.

What information does each header contain? The fields 
of each header vary depending on the protocol that 
creates the header. You’ll learn more about header 
fields in later chapters. One primary piece of informa-
tion, however, is related to addressing. For example, the 
transport, network, and data link layers each need to  
add addressing information. Why are three layers of 
addresses required? Consider the following layers of 
addressing:

❯� The transport layer contains the port number that 
identifies which application on the receiving com-
puter should process the message, such as a web 
browser (typically port 80 or port 443) or an email 
client (typically port 143 or port 993 to receive 
email).

❯� The network layer contains the IP address that 
identifies the destination computer uniquely across 
multiple networks. For example, a group of Google’s 
servers resides at the IP address 8.8.8.8, and this 
IP address is unique on the Internet. Any message 
addressed to this IP address will be directed to 
Google’s servers. Traffic crossing multiple networks 
is handled by routers, and so routers read the net-
work layer’s header to identify the destination com-
puter’s IP address. This information helps routers 
determine which route a message should take to 
reach the network of its destination.

❯� The data link layer contains the MAC (media access 
control) address that identifies each device’s net-
work port uniquely on its local network. Traffic on 
a local network is handled by a switch. The switch 
reads the data link layer’s header to find the MAC 
address of the next device to receive the message.

A tool called a packet sniffer, such as Wireshark 
(wireshark.org), can capture packets as they traverse 
a network. By analyzing these packet captures, you 
can determine which protocol is adding header bits 
and where these headers are located in comparison to 
other headers. Figure 4-2 shows a capture of a packet 
that contains an Ethernet header at the data link layer, 

Synchronization
bits

Data link
layer
header(s)

Data link
layer trailer

Network
layer
header(s)

Transport
layer
header(s)

Original data (payload)

Figure 4-1� Example of network packet with layers of header bits
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110 Chapter 4 Frames and Errors

an IP (Internet Protocol) header at the network layer, 
and a TCP (Transport Control Protocol) header at the 
transport layer. Also notice the transport layer’s port 
number, the network layer’s IP address, and the data 
link layer’s MAC address.

The outermost header informs the receiver that an 
incoming data frame is arriving by starting with a pre-
amble of alternating 1s and 0s, which allows the receiver 
to synchronize itself. Recall from Chapter 3 the impor -
tance of a receiver staying synchronized with the incom-
ing data stream, especially if the data stream contains 
a long sequence of unchanging values. The fields in a 
header also contain flags that are each typically 8 or 16 
bits in length (one or two bytes). Figure 4-3 shows the 
basic fields of an Ethernet header, which you’ll learn 
more about in Chapter 5. Note that the “Data” portion 
inside the Ethernet frame also contains headers from 
higher-layer protocols. 

Following the data and contained within the trailer is 
almost always some form of error detection and cor -
rection information, such as CRC (cyclic redundancy 
check). A message can sometimes encounter interfer -
ence, which corrupts the integrity of the bits in the mes-
sage. Other times, a message might collide with another 
message, which corrupts both messages. Each message, 
then, must contain information that the receiver can 
use to determine whether the message was corrupted 

in transit. And in some cases, that information is suffi-

cient for the receiver to correct the problem. You’ll learn 

more about these technologies later in this chapter.

It might seem inefficient, but all these layers of head -

ers and the trailer are added to every message before 

being transmitted onto the network media. Because 

each packet has its own sequencing, addressing, and 

error-checking information, a long message can be 

broken into smaller packets that can find their own 

route across a network, and then they’re reassembled 

by the receiver. This kind of fragmentation—breaking 

longer messages into shorter messages for efficient 

travel—supports faster and more reliable network 

communication.

Remember this…

❯� Two functions of the data link layer are to create a 

frame of data for transmission between sender and 

receiver, and to provide some way of checking for 

errors during transmission.

❯� A data link layer frame consists of a header and a 

trailer surrounding the payload, which is the data 

contained within the message.

A Google server’s
public IP address

Data link layer

Network layer

Transport layer

Port number for
the web browser The local computer’s

private IP address

The local computer’s
MAC address

Figure 4-2� Wireshark capture of a network packet

Preamble

7 bytes of
10101010

10101011 6 bytes 6 bytes 2 bytes 46-1500 bytes 4 bytes

SFD (start
frame
delimiter)

Destination
address

Source
address

EtherType Data (including
important protocol
information)

FCS (frame
check
sequence)

Physical layer Data link layer

Figure 4-3� Fields of an Ethernet header
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111Section 4-2: Noise and Errors

with the highest-quality fiber-optic cable, noise eventually 
creeps in and begins to disrupt data transmission. 

Noise is a problem for both analog and digital signals, 
and the transmission speed of the data can affect the 
significance of the noise. In fact, sometimes the influence 
of transmission speed is quite dramatic and can be 
easily demonstrated. Figure 4-4 shows a digital signal 
transmission at a relatively slow speed and at a relatively 
high speed. Notice in the figure that when the transmission 
speed is slower, you can still determine the value of a 
signal, but when the transmission speed increases, you 
can no longer determine whether the signal is a 0 or a 1.

Thus, despite one’s best efforts to control noise, some 
noise is inevitable, and errors occur when the ratio 
of noise power to signal power becomes such that 
the noise overwhelms the signal. Given that noise is 
inevitable and errors happen, it is essential to detect 
error conditions. This chapter examines some of the 
more common error-detection methods and compares 
them in terms of efficiency and efficacy.

Before you begin to learn about error-detection tech-
niques, it is vital that you understand the different forms 
of noise that commonly occur during data transmission. 
Having a better understanding of the different types of 
noise and what causes them to occur will enable you 
to apply noise-reduction techniques to communication 
systems and, thus, limit the amount of noise before it 
reaches the threshold at which errors occur.

As you might expect, several types of errors can occur 
during data transmission. From a simple blip to a mas-
sive outage, transmitted data—both analog and dig-
ital—is susceptible to many types of noise and errors. 
Copper-based media have traditionally been plagued by 
many types of interference and noise. Wireless trans-
missions of all kinds are also prone to interference and 
crosstalk. Even fiber-optic cables can introduce errors 
into a transmission system, although the probability of 
this happening is less than with other types of media. 
Let’s examine several of the major types of noise that 
occur in transmission systems.

Gaussian Noise
Gaussian noise, which is also called thermal noise or 
white noise, is a relatively continuous type of noise 
and is much like the static you hear when a radio is 
being tuned between two stations. It is always present 
to some degree in transmission media and electronic 
devices, and it’s dependent on the temperature of the 

❯� The fields of each header vary depending on the 
protocol that creates the header. One primary piece 
of information is related to addressing. For exam-
ple, the transport, network, and data link layers 
each need to add addressing information.

❯� Following the data and contained within the trailer 
is almost always some form of error detection and 
correction information. Each message must contain 
information that the receiver can use to determine 
whether the message was corrupted in transit. In 
some cases, that information is sufficient for the 
receiver to correct the problem.

Self-check
1.	 Which address identifies the receiving 

application?

a.	 IP address

b.	 Protocol

c.	 MAC address

d.	 Port

2.	 Which protocol adds a header at the network 
layer?

a.	 IP

b.	 Ethernet

c.	 TCP

d.	 Wi-Fi

3.	 In which part of a data link layer’s frame can 
you find error checking information?

a.	 Payload

b.	 Outermost header

c.	 Trailer

d.	 Layer 2 header

Check your answers at the end of this chapter.

Section 4-2: Noise and 
Errors
The process of transmitting data over a medium often 
works according to Murphy’s Law: if something can 
go wrong, it probably will. Even if all possible error-
reducing measures are applied before and during data 
transmission, something will invariably alter the form 
of the original data. If this alteration is serious enough, 
the original data becomes corrupt, and the receiver does 
not receive the data that was originally transmitted. Even 
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112 Chapter 4 Frames and Errors

medium. As the temperature increases, the level of noise 
increases due to the increased activity of the electrons 
in the medium. Because Gaussian noise is relatively 
continuous, it can be reduced significantly but never 
eliminated. Gaussian noise is the type of interference 
that makes an analog or digital signal become fuzzy (see 
Figure 4-5).

The process of reducing Gaussian noise from a digital 
signal is relatively straightforward if the signal is passed 
through a signal regenerator before the noise com-
pletely overwhelms the original signal. Reducing Gauss-
ian noise from an analog signal is also possible to some 

degree and involves passing the noisy analog signal 
through an appropriate set of filters, which (one hopes) 
leaves nothing but the original signal.

Impulse Noise
Impulse noise, or noise spike, is a noncontinuous noise 
and one of the most difficult errors to detect because it 
can occur randomly. The difficulty comes in separating 
the noise from the signal. Typically, the noise is an analog 
burst of energy. If the impulse spike interferes with an 
analog signal, removing it without affecting the original 

Slower speed Noise

Faster speed Multiple bits lost due to noise

Figure 4-4� Transmission speed and its relationship to noise in a digital signal

(a)

No noise

(b)

(c)

Little noise

Much noise

Figure 4-5� Gaussian noise as it interferes with a digital signal
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113Section 4-2: Noise and Errors

Wi-Fi network). Telephone signal crosstalk was a more 
common problem when people used landlines more 
than cell phones, and before telephone companies used 
fiber-optic cables and other well-shielded wires. When 
crosstalk occurs during a phone conversation on a 
landline, you can hear another telephone conversation 
in the background, as shown in Figure 4-7. High humidity 
and wet weather can cause an increase in electrical 
crosstalk over an analog telephone system. Even though 
crosstalk is relatively continuous, it can be reduced with 
proper precautions and hardware.

Echo
Echo is the reflective feedback of a transmitted signal 
as the signal moves through a medium. Much like the 
way a voice will echo in an empty room, a signal can hit 
the end of a cable, bounce back through the wire, and 
interfere with the original signal. This error occurs most 
often at junctions where cables are connected, such as 
the back reflection on fiber-optic cables that you read 
about in Chapter 2. Figure 4-8 demonstrates a signal 
bouncing back from the end of a cable and creating an 
echo. To minimize the effect of echo, a device called 
an echo suppressor can be attached to a line. An echo 
suppressor is essentially a filter that allows the signal to 
pass in one direction only. For networks that use coaxial 
cable, a small filter is usually placed on the open end of 
each wire to absorb any incoming signals.

signal can be difficult. Recall the scratched record 
albums used as an example in Chapter 3. With albums, 
the impulse spikes correspond to the loud pops and 
clicks that are produced when an album is played and can 
interfere with some people’s enjoyment of the music. For 
a second example of impulse noise, consider the plight 
of a small town in Wales where the residents consistently 
lost their Internet connection around 7:00 in the morning 
every day. After several months of investigations and 
replacing equipment and cabling, a team of engineers 
discovered in late 2020 that one resident’s old television 
emitted a large burst of SHINE (single high-level impulse 
noise) when the owner turned it on every morning 
at 7. This caused line errors in the town’s broadband 
connection and shut down the connection. As you can 
see, the intermittent nature of impulse noise can make it 
difficult and frustrating to track down the cause.

If impulse noise interferes with a digital signal, often the 
original digital signal can be recognized and recovered. 
When the noise completely obliterates the digital signal, 
the original signal cannot be recovered (see Figure 4-6).

Crosstalk
Crosstalk is an unwanted coupling between two different 
signal paths. This unwanted coupling can be electrical, 
as might occur between two sets of twisted pair wire 
(as in an Ethernet cable), or it can be electromagnetic 
(as when a microwave oven interferes with your home 

Time

Figure 4-6� The effect of impulse noise on a digital signal

Figure 4-7� Three telephone circuits experiencing crosstalk
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114 Chapter 4 Frames and Errors

Jitter
Jitter is the result of small timing irregularities that 
become magnified during the transmission of digital 
signals as the signals are passed from one device to 
another. To put it another way, when a digital signal is 
being transmitted, the rises and falls of the signal can 
start to shift, or become blurry, and thus produce jitter. 
If unchecked, jitter can cause video devices to flicker, 
audio transmissions to click and break up, and transmit-
ted computer data to arrive with errors. If jitter becomes 
too great, correcting it can require the transmitting 
devices to slow down their transmission rates, which 
in turn limits overall system performance. Figure 4-9  
shows a simplified example of a digital signal experienc-
ing jitter.

Causes of jitter can include EMI (electromagnetic inter -
ference), crosstalk, passing the signal through too many 
repeaters, and the use of lower-quality equipment. Pos-
sible solutions to the jitter problem involve installing 
proper shielding, which can reduce or eliminate EMI and 
crosstalk, and limiting the number of times a signal is 
repeated.

Attenuation
Attenuation is the continuous loss of a signal’s strength 
as it travels through a medium. It is not necessarily a 
form of error but can indirectly lead to an increase in 
errors affecting the transmitted signal. As you learned 
in Chapter 3, attenuation can be eliminated with the use 
of amplifiers for analog systems or repeaters for digital 
systems.

Error Prevention
Because there are so many forms of noise and errors, and 
because the presence of one form of noise or another in 
a system is virtually a given, every data transmission sys-
tem must take precautions to reduce noise and the possi-
bility of errors. An unfortunate side effect of noise during 
a transmission is that the transmitting station must 
slow down its transmission rate. For this reason, when 
a device first makes a connection with another device, 
the two devices participate in fallback negotiation. This 
means that, if the transmitting device sends data and the 
data arrives garbled, the receiving device may ask the 

Echo
experienced

by this
device

Original signal

Coaxial
cable

Echo

End of cable

Figure 4-8� A signal bouncing back at the end of a coaxial cable and 
causing echo

Digital signal with no jitter

Digital signal with jitter

Figure 4-9� Original digital signal and a digital signal with jitter
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115Section 4-2: Noise and Errors

Reducing the number of devices, decreasing the length 
of cable runs, and reducing the transmission speed of 
the data can also be effective ways to reduce the pos-
sibility of errors. Although choices like these are not 
always desirable, sometimes they are the most reason-
able alternatives available.

Table 4-1 lists the different types of errors that can arise 
and includes one or more possible error-prevention 
techniques for each.

Do not be fooled into believing that by simply apply-
ing various error-prevention techniques, errors will not 
happen. Appropriate error-detection methods still need 
to be implemented. 

Remember this…

❯� Despite one’s best efforts to control noise, some 
noise is inevitable. When the ratio of noise power 
to signal power becomes such that the noise over -
whelms the signal, errors occur. It is at this point that 
error-detection techniques become valuable tools.

❯� Gaussian noise is a relatively continuous type 
of noise while impulse noise is a noncontinuous 
noise and one of the most difficult errors to detect 
because it can occur randomly. Noise is a problem 
for both analog and digital signals, and the trans-
mission speed of the data can affect the significance 
of the noise.

❯� Crosstalk is an unwanted coupling between two 
different signal paths, while echo is the reflective 
feedback of a transmitted signal as the signal moves 
through a medium.

❯� Jitter is the result of small timing irregularities that 
become magnified during the transmission of  
digital signals as the signals are passed from one 

transmitting device to fall back to a slower transmission 
speed. This slowdown creates a signal in which the bit 
duration of each 0 and 1 is longer—or in the case of QAM 
(quadrature amplitude modulation), a constellation dia -
gram in which there are fewer discrete levels or targets—
thus giving the receiver a better chance of distinguishing 
one value from the next, even in the presence of noise. If 
you can reduce the possibility of noise before it happens, 
however, the transmitting station may not have to slow 
down its transmission stream.

You can prevent the occurrence of many types of trans-
mission errors by applying proper error-prevention 
techniques, including those listed here: 

❯� Install wiring with the proper shielding to reduce 
EMI and crosstalk.

❯� Be aware that many types of wireless applications 
share the same wireless frequencies. Even some 
non-wireless devices generate signals that can 
interfere with wireless applications. For example, 
microwave ovens can interfere with some wireless 
LAN signals.

❯� Replace older equipment with more modern, digital 
equipment; although initially expensive, this tech-
nique is often the most cost-effective way to mini-
mize transmission errors in the long run.

❯� Use the proper number of digital repeaters and 
analog amplifiers to increase signal strength, thus 
decreasing the probability of errors.

❯� Observe the stated capacities of a medium, and, 
to reduce the possibility of errors, avoid pushing 
transmission speeds beyond their recommended 
limits. For example, recall from Chapter 2 that 
twisted pair Category 5e/6 cable should not run 
longer than the recommended 100-meter (300-foot) 
distance when it is transmitting at 100 Mbps.

Table 4-1� Summary of Errors and Error-Prevention Techniques

Type of Error Error Prevention Technique

Gaussian noise Install special filters for analog signals; implement digital signal regeneration for digital 
signals

Impulse noise Install special filters for analog signals; implement digital signal processing for digital 
signals

Crosstalk Install proper shielding on cables

Echo Install proper termination on cables

Jitter Use better-quality electronic circuitry; use fewer repeaters; slow the transmission speed

Attenuation* Install device that amplifies analog signals; implement digital signal regeneration of 
digital signals

*Not a type of error, but indirectly affects error rates
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116 Chapter 4 Frames and Errors

error-detection scheme. When the transport packet 
arrives at the final destination (and only the final desti-
nation), the receiver may extract an error-checking code 
from the transport header and perform error detection. 
Also, some network layer protocols, such as IP, include 
an error-detection code in the network layer header. In 
the case of IP, however, the error detection is performed 
on only the IP header and not the data field. Many appli-
cations also perform some type of error check such 
as detecting lost packets from a sequence of transmit-
ted packets. For the moment, let’s concentrate on the 
error-detection details covered in the data link and 
transport layers. 

Regardless of where error detection is applied, all 
systems still recognize the importance of checking for 
transmission errors. The error-detection techniques 
themselves can be relatively simple or relatively 
elaborate. As you might expect, simple techniques do 
not provide the same degree of error checking as the 
more elaborate schemes. For example, the simplest 
error-detection technique is simple parity, which adds 
only a single parity bit to a character of data but catches 
the fewest number of errors. At the other end of the 
spectrum is the most elaborate and most effective 
technique available today: CRC (cyclic redundancy 
check). Not only is CRC more complex than simple 
parity, typically adding 8 to 32 check bits of error-
detection code to a block of data, it is the most effective 
error-detection technique currently devised. This 
section will examine four error-detection techniques 
and evaluate their strengths and weaknesses.

Parity Checks
The most basic error-detection techniques are parity 
checks, which are more commonly used today with 
some types of data storage systems instead of for 
data transmission. Although there are various forms 
of single-character parity checking, one fact remains 
constant: Parity checks let too many errors slip 
through undetected. For this reason alone, parity 
checks are rarely, if ever, used on any kind of serious 
data transmissions. Despite this, two forms of parity 
checks—simple parity and longitudinal parity—do still 
exist and are worth examining.

Simple Parity

Simple parity, also known as vertical redundancy check, 
is the easiest error-detection method to incorporate 
into a transmission system. It comes in two basic forms: 

device to another. Attenuation, which is not nec-
essarily a form of error, is the continuous loss of a 
signal’s strength as it travels through a medium. 

Self-check
4.	 At which of these TCP/IP layers is error detec-

tion not typically performed?

a.	 Transport

b.	 Network

c.	 Data link

d.	 Physical

5.	 A forklift operating on the warehouse floor 
causes interference on the Wi-Fi network when 
it gets close to the data closet. What type of 
noise is this?

a.	 Gaussian noise

b.	 Echo

c.	 Impulse noise

d.	 Jitter

6.	 Which of the following techniques would not 
reduce noise on a network?

a.	 Replace older equipment.

b.	 Keep cable runs short.

c.	 Choose highly shielded cables.

d.	 Install cables close together.

Check your answers at the end of this chapter.

Section 4-3: Error Detection
Despite one’s best attempts at prevention, errors will 
still occur. Because most data transferred over a com-
munication line is important, it is usually necessary to 
apply an error-detection technique to the received data 
to ensure no errors were introduced into the data during 
transmission. 

How do error detection and error-control fit into the 
TCP/IP suite introduced in Chapter 1? Most people 
associate error detection with the data link layer. When 
the data link layer creates a frame, it usually inserts an 
error-checking code after the data field. When the frame 
arrives at the next station, this error-checking code is 
extracted and the frame is checked for accuracy. Then, 
the data frame is reconstructed and sent to the next 
device in the transmission sequence. But the data link 
layer is not the only layer that performs some type of 
error detection. The transport layer also includes an 
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117Section 4-3: Error Detection

Each character (also called a row) in the block has its 
own parity bit. In addition, after a certain number of 
characters are sent, a row of parity bits (also called 
a block character check) is also sent. Each parity bit 
in this last row is a parity check for all the bits in the 
column above it. If one bit is altered in Row 1, the par -
ity bit at the end of Row 1 signals an error. In addition, 
the parity bit for the corresponding column also sig-
nals an error. If two bits in Row 1 are flipped, the Row 
1 parity check will not signal an error, but two column 
parity checks will signal errors. This is how longitu-
dinal parity is able to detect more errors than simple 
parity. 

Note, however, that if two bits are flipped in Row 1 and 
two bits are flipped in Row 2, as shown in Figure 4-11, 
and the errors occur in the same column, no errors will 
be detected. This scenario is a limitation of longitudinal 
parity.

Although longitudinal parity provides an extra level of 
protection by using a double parity check, this method, 
like simple parity, also introduces a high number of 
check bits relative to data bits with only slightly better 

even parity and odd parity. The basic concept of parity 
checking is that a bit is added to the end of a string of 
bits to create either even parity or odd parity. With even 
parity, the 0 or 1 added to the string produces an even 
number of binary 1s. With odd parity, the 0 or 1 added 
to the string produces an odd number of binary 1s. For 
example, if the 7-bit ASCII character set is used, a par -
ity bit is added as the eighth bit. Suppose the charac -
ter “k”—which is 1101011 in binary—is transmitted and 
even parity is being applied. In this case, a parity bit of 1 
would be added to the end of the bit stream, as follows: 
11010111. There is now an even number (six) of 1s. (If 
odd parity were used, a 0 would be added at the end, 
resulting in 11010110.)

Now, if a transmission error causes one of the bits to 
be flipped and a value is erroneously interpreted as 
a 0 instead of a 1, or vice versa, then the error can be 
detected if the receiver understands that it needs to 
check for even parity. Returning to the example of the 
character “k” sent with even parity, if you send 11010111 
but 01010111 is received, the receiver will count the 1s, 
see that there is an odd number, and know there is an 
error.

What happens if 11010111 with even parity is sent 
and two bits are corrupted? For example, 00010111 is 
received. Will an error be detected? No, an error will not 
be detected because the number of 1s is still even. Sim-
ple parity can detect only an odd number of erroneous 
bits per character. 

Note that, when the 7-bit ASCII character set is used, a 
parity bit is added for every 7 bits of data, resulting in 
a 1:7 ratio of parity bits to data bits. Thus, simple parity 
produces relatively high ratios of check bits to data bits, 
while achieving only mediocre (50 percent) error-detec-
tion results.

Longitudinal Parity

Longitudinal parity, also called longitudinal redundancy 
check, horizontal parity, or two-dimensional parity, tries 
to solve the main weakness of simple parity—that all 
even numbers of errors are not detected. To provide 
this extra level of protection, longitudinal parity needs 
to use additional parity check bits. 

The first step of this parity scheme involves grouping 
individual characters together in a block, as shown in 
Figure 4-10. 

Figure 4-10� Simple example of longitudinal parity
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Row 3

Row 2

Row 1

0

0

0

1

1
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Data Parity bit

Figure 4-11� The second and third bits in Rows 1 and 
2 have errors, but longitudinal parity does not detect the 
errors

Parity row

Row 4

Row 3
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Row 1

0
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118 Chapter 4 Frames and Errors

than mediocre error-detection results. If n  characters in 
a block are transmitted, the ratio of check bits to data 
bits is n1 8:7n. For example, to transmit a 20-character 
block of data, a simple parity bit needs to be added to 
each of the 20 characters, plus a full 8-bit block charac -
ter check is added at the end, producing a ratio of check 
bits to data bits that is 28:140, or 1:5.

Arithmetic Checksum
Many higher-level protocols on the Internet, such as 
TCP and IP, use a form of error detection in which the 
characters to be transmitted are “summed” together. 
This sum is then appended to the end of the message 
and the message is transmitted to the receiving end.  
The receiver accepts the transmitted message, 
performs the same summing operation, and essentially 
compares its sum with the sum that was generated by 
the transmitter. If the two sums agree, then no error 
occurred during the transmission. If the two sums do 
not agree, the receiver informs the transmitter that an 
error has occurred. Because the sum is generated by 
performing relatively simple arithmetic, this technique 
is often called arithmetic checksum.

More precisely, let’s consider the following example. 
Suppose you want to transmit the message “This is 
cool.” In ASCII, that message would appear in binary 
as: 1010100 1101000 1101001 1110011 0100000 1101001 
1110011 0100000 1100011 1101111 1101111 1101100 
0101110. (Do not forget the blanks between the words 
and the period at the end of the sentence.)

TCP and IP add these values in binary to create a binary 
sum. But binary addition of so many operands is a bit 
messy for humans to follow. Instead, you can convert 
the binary values to their decimal form to understand 
the basic concepts. You don’t need to know binary to 
follow this example; the calculations are done for you 
as shown in Figure 4-12. (To see a complete calculation 

of the TCP/IP arithmetic checksum, read Details: Check-
sum Calculation Using Hexadecimal.) 

The sum 1167 is then included in the outgoing message 
in binary form and sent to the receiver. The receiver will 
take the same characters, add their ASCII values, and if 
there were no errors during transmission, should get the 
same sum of 1167. Once again, the calculations in TCP 
and IP are performed in binary and the actual algorithm 
is more complex than what was shown here, but this 
provides a good foundation.

The arithmetic checksum is relatively easy to compute 
and does a fairly good job with error detection. Clearly, 
if noise messes up a bit or two during transmission, the 
receiver is more than likely not going to get the same 
sum. In an ideal scenario, it would be possible to “lower” 
the value of one character while “raising” the value of a 
second character so that the sum came out exactly the 
same. But the odds of that occurring are small. 

Figure 4-12� Binary values are converted 
to decimal and then added together

Character Binary value Decimal value

T 1010100 84

h 1101000 104

i 1101001 105

s 1110011 115

<space> 0100000 32

i 1101001 105

s 1110011 115

<space> 0100000 32

c 1100011 99

o 1101111 111

o 1101111 111

l 1101100 108

0101110 46

Total in decimal 1167

Details    �Checksum Calculation Using Hexadecimal

A more detailed example of how the arithmetic check-
sum is computed in TCP and IP might be helpful at this 
point. The binary calculations performed by TCP and IP 
are difficult for most humans to follow. So that you do 
not have to add all these binary values, first convert the 
binary values to their hexadecimal form. Hexadecimal 
converts easily with binary and, unlike decimal form, 

maintains the separation of values within each byte. In 
other words, each hexadecimal digit represents exactly 
four binary digits, and two hexadecimal digits represent 
a single, 8-bit character. In a TCP checksum calculation, 
two characters or sixteen binary digits are grouped on 
each row for the calculations. For example, Figure 4-13 
shows two columns of ASCII, binary, and hex values.
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119Section 4-3: Error Detection

If you add each column of hexadecimal digits starting 
from the right, you get the calculations shown in Figure 
4-14. You can use a calculator app such as the one in 
Windows to perform these calculations. In the Windows 
calculator app, switch to the Programmer calculator and 
then choose HEX. Add each column of numbers sepa-
rately, carrying a digit to the next column as needed.

Note how the left-most carry value of 2 is added back at the 
bottom to the right-most column. Some checksum opera-
tions will simply drop the left-most carry. Finally, the 1s com-
plement of the result is computed in binary by switching 
each 1 for a 0 and each 0 for a 1, as shown in Figure 4-15. 

This checksum is appended to the end of the transmission 
stream. The transmitted message will then look like the 
series of numbers in Figure 4-16 (again in hexadecimal). 

The receiver will receive the original characters along 
with the checksum. The receiver then performs the same 
operations but includes the checksum value: add the four 
columns, bring down the left-most carry, and add to the 
sum. If there were no errors during transmission, the sum 
should equal all Fs in hexadecimal, which is all 1s in binary 
(see Figure 4-17). The 1s complement of all 1s is all 0s, 
which triggers the receiver to accept the data.

Figure 4-13� Place two characters on each row and convert to hexadecimal

Character 1 Character 2

T h

i s

<space> i

s <space>

c o

o 1
. <empty>

Binary 1 Binary 2

1010100 1101000

1101001 1110011

010000 1101001

1110011 0100000

1110011 1101111

1101111 1101100

0101110 0000000

Hexadecimal 1 Hexadecimal 2

54 68

69 73

20 69

73 20

63 6F

6F 6C

2E 00

Figure 4-14� Note the handwriting font for calcu-
lated values; Add the hexadecimal numbers in each 
column and carry to the next column as needed

Partial sum: 5

3 22 2

2 3 F

2

1425

Carries

Final carry:

Sum:

5 4 6 8

6 9 7 3

2 0 6 9

7 3 2 0

6 3 6 F

6 F 6 C

2 E 0 0

Figure 4-16� The check-
sum is added to the end of 
the data

Checksum AD BE

2E 00

6F 6C

63 6F

73 20

20 69

69 73

54 68

Original
message

Figure 4-17� The receiver includes the 
checksum in its calculations

Partial sum:

3 22 3

D

2
FFF

FFFF

Carries

Final carry:

Sum:

5 4 6 8

6 9 7 3

2 0 6 9

7 3 2 0

6 3 6 F

6 F 6 C

2 E 0 0

A D B E

Figure 4-15� The 1s complement exchanges each 1 
for a 0 and each 0 for a 1

Sum from above: 5 2 4 1

Sum in binary: 0101 0010 0100 0001

1 s complement: 1010 1101 1011 1110

1 s complement  
in hexadecimal:

A D B E
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120 Chapter 4 Frames and Errors

the medium. When the data and remainder arrive at the 
destination, the same generator polynomial is used to 
detect an error. 

Table 4-2 shows some common generator polynomials. 
When a generator polynomial is referenced in code, it’s 
often listed by its normal representation, which is a 
hexadecimal version of the polynomial coefficients.

All Things Considered

Thought Experiment

Why do all CRC generator polynomials end with a 1?

Considering that arithmetic checksum can allow unde-
tected errors, the question remains whether there is 
another error-detection method with almost no possibil-
ity that an error can escape detection. Indeed there is: 
the cyclic redundancy check.

Cyclic Redundancy Check
Unlike the simple parity and longitudinal parity tech-
niques of error detection, which produce high ratios of 
check bits to data bits with only mediocre error-detec-
tion results, the CRC (cyclic redundancy check) method 
typically adds 8 to 32 check bits to potentially large 
data packets and yields an error-detection capability 
approaching 100 percent.

The CRC error-detection method treats the packet of 
data to be transmitted (the message) as a large polyno-
mial. The far-right bit of the data becomes the x 0 term, 
the next data bit to the left is the x 1 term, and so on. 
When a bit in the message is 1, the corresponding poly-
nomial term is included. Thus, the data 11001101 would 
be equivalent to the polynomial x 7 1  x6 1  x3 1  x2 1 1, as 
shown in Figure 4-18. (Because any value raised to the 
0th power is 1, x 0 is always written as a 1.)

The transmitter takes this message polynomial and, 
using polynomial arithmetic, divides it by a given 
generator polynomial, and then produces a quotient 
and a remainder. A generator polynomial is an industry-
approved bit string used to create the CRC remainder. 
The quotient is discarded, but the remainder (in bit 
form) is appended to the end of the original message 
polynomial, and this combined unit is transmitted over 

Figure 4-18� The polynomial indicates the position of 
each 1 in the data byte

X7 X6 1X 3 1X 2 1X 0

1 1 0 0 1 1 0 1

Table 4-2� Generator polynomials for common CRC methods

CRC Method Generator Polynomial Normal Representation Common Use

CRC-8 x8 1 x 7 1 x 6 1 x 4 1 x 2 1 1 0xD5 Digital satellite TV

CRC-12 x12 1 x 11 1 x 3 1 x 2 1 x 1 1 0x80F Telecom

CRC-16 x16 1 x 15 1 x 2 1 1 0x8005 USB

CRC-CCITT (also known as 
CRC-16-CCITT)

x16 1 x 12 1 x 5 1 1 0x1021 Bluetooth

CRC-32 x32 1 x 26 1 x 23 1 x 22 1 x 16 1 x 12 1 x 11 1 x 10 1 x 8 1 x 7  
1 x 5 1 x 4 1 x 2 1 x 1 1

0x04C11DB7 Ethernet

The receiver divides the incoming data (the original 
message polynomial plus the remainder) by the exact 
same generator polynomial used by the transmitter. If 
no errors were introduced during data transmission, 
the division should produce a remainder of zero. If an 
error was introduced during transmission, the arriving 
original message polynomial plus the remainder will not 
divide evenly by the generator polynomial and will pro-
duce a nonzero remainder, signaling an error condition.

The transmitter and receiver typically do not perform 
polynomial division with software. Instead, hardware 
designed into an integrated circuit can perform the cal-
culation much more quickly. When software is used, the 
programming generally relies on lookup tables rather 
than repeated calculations.

The CRC method is almost foolproof. Table 4-3 
summarizes the performance of the CRC technique. In 
cases where the size of the error burst is less than r 1  1,  
where r is the degree of the generator polynomial, error 
detection is 100 percent. For example, suppose the CRC-
CCITT is used, and so the degree, or highest power, of 
the polynomial is 16. In this case, if the error burst is less 
than r 1  1 or 17 bits in length, CRC will detect it. Only in 
cases where the error burst is greater than or equal to 
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121Section 4-3: Error Detection

Remember this…
❯� When the data link layer creates a frame, it usually 
inserts an error-checking code after the data field. 
When the frame arrives at the next station, this 
error-checking code is extracted, and the frame is 
checked for accuracy.

❯� Simple parity is the easiest error-detection method 
to incorporate into a transmission system. It comes 
in two basic forms: even parity and odd parity. The 
basic concept of parity checking is that a bit is 
added to a string of bits to create either even parity 
or odd parity.

❯� Longitudinal parity tries to solve the main weak-
ness of simple parity—that all even numbers of 
errors are not detected. To do this, characters are 
arranged in a matrix where each character has its 
own parity bit at the end of its row. In addition, 
after a certain number of characters are sent, a row 
of parity bits is also sent. Each parity bit in this last 
row is a parity check for all the bits in the column 
above it.

❯� Many higher-level protocols on the Internet use a 
form of error detection called arithmetic check-
sum where the characters to be transmitted are 
“summed” together. This sum is appended to the 
end of the message and then transmitted. The 
receiver performs the same summing operation, 
and essentially compares its sum with the sum that 
was generated by the transmitter. If the two sums 
agree, the message is accepted. If the two sums do 
not agree, the receiver informs the transmitter that 
an error has occurred.

❯� The CRC (cyclic redundancy check) method typi-
cally adds 8 to 32 check bits to potentially large data 
packets and yields an error-detection capability 
approaching 100 percent. It treats the message as a 
large polynomial. The transmitter takes this message 

r 1  1 bits in length is there a chance that CRC might 
not detect the error. The chance or probability of an 
error burst of size r 1  1 being detected is 1 2  (½)(r�1) .  
Assuming again that r 5  16, 1 2 (½)(16�1)  equals 1 2  0.0000305, 
which equals 0.999969. Thus, the probability of a large error 
being detected is very close to 1.0 (100 percent). As you 
can see, increasing the power of the polynomial increases 
its accuracy. In contrast, the polynomial power can be 
reduced all the way to 1 (CRC-1), which is mathematically 
equivalent to a single parity bit.

Recall that parity checking, depending on whether it 
is simple parity or longitudinal parity, can only detect 
between 50 percent and approximately 80 percent of 
errors. You can perform manual parity calculations 
quickly, but hardware CRC methods are also fairly 
quick. As you learned earlier, parity schemes require 
a high number of check bits per data bits. In contrast, 
CRC requires that a remainder-sized number of check 
bits (either 8, 16, or 32—as you can see from the list 
of generator polynomials) be added to a message. The 
message itself can be hundreds to thousands of bits in 
length. Therefore, the number of check bits per data bits 
in cyclic redundancy can be relatively low.

CRC is a very powerful error-detection technique and 
should be seriously considered for all data transmission 
systems. Indeed, all local area networks use CRC tech -
niques (CRC-32 is found in Ethernet LANs) and many 
wide area network protocols incorporate a CRC.

Now that you understand the basic error-detection tech-
niques, let’s look at what happens once an error is 
detected.

All Things Considered

Thought Experiment

Describe two situations in which error-free 
transmission is crucial to communications.

Table 4-3� Error-detection performance of CRC

Type of Error Error-Detection Performance

Single-bit errors 100 percent

Double-bit errors 100 percent if the generating polynomial has at least three 1s (they all do)

Odd number of bits in error 100 percent if the generating polynomial contains a factor x 1 1 (they all do)

An error burst of length < r 1 1 100 percent

An error burst of length 5 r 1 1 Probability 5 1 2 (1/2) (r21) (very near 100%)

An error burst of length > r 1 1 Probability 5 1 2 (1/2) r (very near 100%)
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122 Chapter 4 Frames and Errors

it is difficult to support and requires a significant 
amount of overhead.

Let’s examine each of these options in more detail.

Toss the Frame or Packet
The first error-control option—tossing the frame or 
packet—hardly seems like a realistic option at all. Yet 
tossing the frame/packet for error control is a standard 
mode of operation for some network transmission 
techniques. For example, Ethernet supports the “toss 
the frame” approach to error control. If a data frame 
arrives at an Ethernet switch and an error is detected 
after the CRC is performed, the frame is simply 
discarded. Ethernet assumes that either the transport 
layer or the higher-layer application transmitting and 
receiving data will keep track of the frames and will 
notice that a frame has been discarded. It would then be 
the responsibility of the higher layer to request that the 
dropped frame be retransmitted.

Return the Message
The second option—sending a message back to the 
transmitter—is probably the most common form of 
error control. Returning a message was also one of the 
first error-control techniques developed, and it is closely 
associated with a particular flow control technique. 
Recall from Chapter 1 that flow control is a process that 
keeps a transmitter from sending too much data to a 
receiver, thus overflowing the receiver’s buffer. Over 
the years, two basic versions of return-a-message error 
control have emerged: stop-and-wait and sliding window. 
Let’s look at the stop-and-wait error control first. 

Stop-and-wait Error Control

Stop-and-wait error control is a technique usually 
associated with the stop-and-wait flow control protocol 
where a sender waits for an acknowledgement on one 
message before sending the next message. This protocol 
and its error-control technique are the oldest, simplest, 
and thus most restrictive. A workstation (Station A) 
transmits one packet of data to another workstation 
(Station B), and then stops and waits for a reply from 
Station B. Four things can happen at this point:

❯� If the packet of data arrives without error, Station 
B responds with a positive acknowledgment, such 
as ACK. (ACK is one of the control codes in the 
ASCII character set and was introduced in the early 
days of stop-and-wait transmission systems.) When 

polynomial and, using polynomial arithmetic, divides 
it by a given generator polynomial, and then pro-
duces a quotient and a remainder. The quotient is  
discarded, but the remainder (in bit form) is 
appended to the end of the original message poly-
nomial and transmitted over the medium. When the 
data and remainder arrive at the destination, the 
same generator polynomial is used to detect an error.

Self-check
7.	 Given the character 0110101, what bit will be 

added to support even parity?

a.	 01101010 

b.	 01101011

c.	 00110101 

d.	 10110101 

8.	 Which error-detection method is designed to 
detect a corrupted IP address in a packet’s IP 
header?

a.	 Cyclic redundancy check 

b.	 Longitudinal parity check

c.	 Simple parity check 

d.	 Arithmetic checksum 

9.	 What is the largest size error burst the gener-
ator polynomial x 12 1 x 11 1 x 3 1 x 2 1 x 1 1 can 
detect with 100% accuracy?

a.	 13 bits

b.	 12 bits

c.	 28 bits

d.	 29 bits

Check your answers at the end of this chapter.

Section 4-4: Error Control
Once an error in the received data transmission stream 
is detected, the receiver performs a process called error 
control, which essentially involves taking one of three 
actions: 

❯� Toss the frame/packet (ignore the error). Although 
this seems like an irresponsible position, it has 
merit and is worth examining.

❯� Return an error message to the transmitter so the 
transmitter can resend the original data. This is the 
most common error-control action.

❯� Correct the error without help from the transmit-
ter. This might sound like the ideal response, but 
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123Section 4-4: Error Control

For example, Station A sends packet 1, the timeout 
limit is reached, times out, and Station A resends 
packet 1. If this packet 1 arrives at Station B, Sta-
tion B responds with an ACK. How does Station A 
know whether the ACK is acknowledging the first 
packet or the second? To avoid confusion, the ACKs 
are numbered, just like the packets. In contrast to 
packets (which are numbered 0, 1, 0, 1, and so on), 
however, ACKs are numbered 1, 0, 1, 0, and so on. If 
Station B receives packet 0, it responds with ACK 1.  
The ACK 1 tells Station A that the next packet 
expected is packet 1. Because packet 0 just arrived, 
packet 1 is expected next.

One of the most serious drawbacks to the simple stop-
and-wait error control is its high degree of inefficiency. 
Stop-and-wait error control is a half-duplex protocol, 
which means that only one station can transmit at one 
time. The time the transmitting station wastes waiting 
for an acknowledgment could be better spent transmit-
ting additional packets. More efficient techniques than 
stop-and-wait are available. 

All Things Considered

Thought Experiment

In a stop-and-wait error control system, Station A 
sends packet 0, and it is lost. What happens next?

Station A receives an ACK, it transmits the next 
data packet. 

❯� If the data arrives with an error, Station B responds 
with a negative acknowledgment, such as NAK 
or REJ (for reject). If Station A receives a NAK, it 
resends the previous data packet. Figure 4-19 shows 
an example of these transactions.

❯� If a packet arrives at Station B uncorrupted, 
Station B transmits an ACK, but the ACK is lost or 
corrupted. Because Station A must wait for some 
form of acknowledgment, it will not be able to 
transmit any more packets. After a certain amount 
of time called a timeout, Station A resends the last 
packet. But now if this packet arrives uncorrupted 
at Station B, Station B will not know that it is the 
same packet as the last one received. To avoid this 
confusion, the packets are numbered 0, 1, 0, 1, and 
so on. If Station A sends packet 0, and the ACK 
for packet 0 is lost, Station A will resend packet 0. 
Station B will notice two packet 0s in a row (the 
original and a duplicate) and deduce that the ACK 
from the first packet 0 was lost.

❯� Suppose Station A sends a packet, but the packet 
is lost. Because the packet did not arrive at Sta-
tion B, Station B will not return an ACK. Because 
Station A does not receive an ACK, it will resend 
the previous packet when the timeout is exceeded. 

Station A Station B

Data
sent

ACK
arrives

Data
sent

Data
resent

Data arrives
without error

Data arrives
with error

NAK
arrives

DATA

ACK

DATA

NAK

DATA

Figure 4-19� Sample dialog using stop-and-wait 
error control

Sliding Window Error Control

Sliding window error control is based on the sliding 
window protocol, which is a flow control scheme that 
allows a station to transmit a certain number of data 
packets at one time before receiving some form of 
acknowledgment. Sliding window protocols have been 
around since the 1970s, a time when computer networks 
had two important limitations. First, line speeds and 
processing power were much lower than they are today. 
For this reason, it was important that a station transmit-
ting data did not send data too quickly and overwhelm 
the receiving station. Second, memory was more expen-
sive, and so network devices had limited buffer space in 
which to store incoming and outgoing data packets. 

Because of these limitations, standard sliding window 
protocols set their maximum window size to seven 
packets. A station that had a maximum window size of 
7 (as some of the early systems did) could transmit only 
seven data packets at one time before it had to stop and 
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124 Chapter 4 Frames and Errors

what if none of the packets arrived at the receiver? The 
receiver would not respond with a positive acknowl-
edgment, and the sender would hear nothing. If, after a 
timeout, the sender asked the receiver for the number 
of the next packet expected, the receiver would answer 
with 0. The sender would never know if that meant all 
the packets were received or none of the packets was 
received. This potential confusion could lead a sender 
to resend all the packets when it is not necessary, or to 
resend none of the packets when the receiver is trying 
to indicate an error.
Essentially four things can happen to a packet when it is 
transmitted: 

❯� The packet arrives without error.

❯� The packet is lost; it never arrives.

❯� The packet is corrupted; it arrives but has a CRC 
error.

❯� The packet is delayed; if the packet is delayed long 
enough, a duplicate packet may be transmitted, 
resulting in two copies of the same packet.

A sliding window protocol with error control must be 
able to account for each of these four possibilities. An 
important distinction to note is that a sliding window 
protocol’s function is simply to inform the transmitter 
what piece of data is expected next. The function of a 
sliding window protocol with error control is to further 
specify what will occur if something goes wrong during 
a sliding window operation.

Note the variations in how different sliding window pro-
tocols number data. Older sliding window protocols, 
such as the High-level Data Link Control protocol, num-
ber the transmitted packets, each of which may contain 
hundreds of bytes of data. Thus, if a transmitter sends 
four packets, they might be numbered 0, 1, 2, and 3, 
respectively. If something goes wrong with a packet, the 
receiver will request that packet n be transmitted again. 

wait for an acknowledgment. Because a window size of 7 
was small, extended sliding window protocols were soon 
created that could support 127 packets. Today, the TCP 
protocol used on the Internet can dynamically adjust 
its window size into the thousands for optimum perfor -
mance. For simplicity, the following examples will con-
sider the standard protocol with a maximum window 
size of 7.

To follow the flow of data in a sliding window protocol 
with window size 7, packets are assigned numbers 0, 1, 
2, 3, 4, 5, 6, or 7. Once packet number 7 is transmitted, 
the number sequencing starts back over at 0. Even 
though the packets are numbered 0 through 7, which 
corresponds to eight different packets, only seven data 
packets can be outstanding (unacknowledged) at one 
time. Because a maximum of seven data packets can 
be outstanding at one time, two data packets of the 
same number (both are numbered 4, for example) can 
never be transmitted at the same time. If a sender has a 
maximum window size of 7 and transmits four packets, it 
can still transmit three more packets before it must wait 
for an acknowledgment. If the receiver acknowledges all 
four packets before the sender transmits any more data, 
the sender’s window size once again returns to 7.

Consider a scenario in which the sender transmits five 
packets and stops, such as the following: 

❯� The receiver receives the five packets and 
acknowledges them. 

❯� Before the acknowledgment is received, the sender 
can send two more packets because the window 
size is 7. 

❯� On receipt of the acknowledgment, the sender can 
send an additional seven packets before it must 
stop again.

The acknowledgment that a receiver transmits to the 
sender is also numbered. In the sliding window protocol, 
acknowledgments always contain a value equal to the 
number of the next expected packet. For example, if the 
sender in Figure 4-20 transmits three packets numbered 
0, 1, and 2, and the receiver wishes to acknowledge all of 
them, the receiver will return an acknowledgment (ACK) 
with the value 3 because packet 3 is the next packet the 
receiver expects.

What would happen if the protocol allowed eight pack -
ets to be sent at one time? Assume the sender sends 
packets numbered 0 through 7. The receiver receives all 
of them and acknowledges all by sending an acknowl-
edgement numbered 0 (the next packet expected). But 

Station A Station B

Data
sent

ACK returned

Data arrives
without error

2    1    0

ACK 3

Figure 4-20� Example of a sliding window
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125Section 4-4: Error Control

is coming in before it sends an acknowledgment? In the 
world of TCP/IP, receiving stations follow a handful of 
rules for resolving this question. Figure 4-23 illustrates 
each of the following three rules:

In contrast, newer sliding window protocols such as TCP 
number the individual bytes. In this case, if a transmitter 
sends a packet with 400 bytes of data, the bytes might, 
for example, be numbered 8001 to 8400. If something 
goes wrong with the packet, the receiver will indicate 
that it needs bytes 8001 to 8400 to be transmitted again. 

Let’s look at some examples that illustrate the four, 
basic error-control scenarios possible with sliding win -
dow protocols. For the first scenario, you will see a 
packet-numbering example, but in general, focus more 
on examples of the byte-numbering scheme of the TCP 
protocol, as it is the more popular of the protocols.

In Figure 4-21, the first scenario shows how one or more 
packets, numbered individually, are transmitted, and all 
arrive without error. More specifically, Station A trans-
mits four packets numbered 2, 3, 4, and 5, and Station 
B receives them and sends an ACK 6 acknowledging all 
four. Notice that Station B is telling Station A what packet 
it expects next (packet 6). Station A responds by sending 
five more packets numbered 6, 7, 0, 1, and 2. Station B 
acknowledges all the packets by returning an ACK 3.

Figure 4-22 shows an example of the sliding window 
protocol numbering bytes instead of packets. Station 
A transmits one packet with bytes 0–400, followed by 
a second packet with bytes 401–800. Station B receives 
both packets and acknowledges all the bytes. Note once 
again that the ACK tells Station A the next byte that Sta-
tion B expects (801).

An interesting question arises: Does a receiver have to 
acknowledge the data every time something is received? 
Or can a receiver wait a while to see if something more 

Station A Station B

ACK 3

5 4 3 2

2 1 0 7 6

ACK 6

Figure 4-21� Normal transfer of data 
between two stations with numbering of 
the packets

Station A Station B

ACK 801

Bytes 401–800

Bytes 0–400

Figure 4-22� Normal transfer of data 
between two stations with numbering of 
the bytes

Station A Station B

Rule 1

Bytes 201–350ACK 1201

Bytes 1201–1500

ACK 351

Bytes 351–500ACK 1501
Bytes 501–700 ACK 1501

ACK 701

ACK 1501 

ACK 901

Rule 2

Rule 3

500 ms

Bytes 701–900 

Figure 4-23� Three examples of returning an 
acknowledgment in TCP
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126 Chapter 4 Frames and Errors

second packet arrived, but with a CRC error. In both 
cases, the packet is considered “lost.” 

What happens if a packet is delayed, or a duplicate 
packet arrives at the destination? If the packet is delayed 
enough that it comes in out of order, the receiver also 
treats this as a lost packet and sends an ACK with the 
appropriate value. When the delayed packet or a dupli -
cate packet arrives, the destination will see a packet 
with a sequence number less than the previously 
acknowledged bytes and simply discard the duplicate.

Finally, what happens if an acknowledgment is lost? Two 
possible scenarios exist. If a lost acknowledgment com-
mand is followed shortly by another acknowledgment 
command that does not get lost, no problem should 
occur because the acknowledgments are cumulative 
(the second acknowledgment will have an equal or 
larger packet number). If an acknowledgment command 
is lost and is not followed by any subsequent acknowl-
edgment commands, the transmitting station will even-
tually time out and treat the previous packet as a lost 
packet and retransmit it as shown in Figure 4-25.

Correct the Error
The last of the three actions a receiver can take if an 
error packet is deemed corrupted is to correct the error. 
This seems like a reasonable solution. The data packet 
has been received, and error-detection logic has deter -
mined that an error has occurred. Why not simply cor -
rect the error and continue processing? 

❯� Rule 1—If a receiver just received some data and 
wishes to send data back to the sender, then the 
receiver should include an ACK with the data it is 
about to send. This is called piggybacking, and it 
saves the receiver from sending a separate ACK 
message. 

❯� Rule 2—If the receiver does not have any data 
to return to the sender, and the receiver has just 
acknowledged the receipt of a previously sent 
packet of data, then the receiver must wait 500 
milliseconds to see if another packet arrives. If a 
second packet arrives before the 500 milliseconds 
expire, however, then the receiver must immedi-
ately send an ACK. 

❯� Rule 3—If the receiver is waiting for a second 
packet to arrive, and the 500 milliseconds expire, 
then the receiver does not wait for a second packet 
and instead issues an ACK immediately.

What happens when a packet is lost? Figure 4-24 illus-
trates the situation in which Station A transmits a 
sequence of packets and the second one is lost in the 
network. When the receiver, Station B, sees the third 
packet out of sequence, it returns an ACK with the 
sequence number of what it was expecting (byte 2401). 
Station A sees that something is wrong and retransmits 
the second packet. A similar result would occur if the 

Station A Station B

Bytes 2001–2400

Bytes 2401–2600

Bytes 2601–2800

ACK 2401

ACK 2801

Lost

Bytes 2601–2800
held in buffer

Bytes 2401–2600

Figure 4-24� A lost packet and Station B’s response

Station A Station B 

Lost

Bytes 620–720

Timeout

Bytes 620–720

ACK 721

ACK 721

Figure 4-25� A lost acknowledgment and the 
retransmission of a packet
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127Section 4-4: Error Control

❯� c4, which generates a simple even parity for bits 
b12, b7, b6, and b5

❯� c2, which generates a simple even parity for bits 
b11, b10, b7, b6, and b3

❯� c1, which generates a simple even parity for bits 
b11, b9, b7, b5, and b3

Note that each check bit here is checking different 
sequences of data bits.

Let’s take a closer look at how each of the Hamming 
code check bits in Figure 4-26 works: 

❯� Check bit c8 “covers” bits b12, b11, b10, and b9, 
which are 0101. If you generate an even parity bit 
based on those four bits, you get 0 (there are an 
even number of 1s). Thus, c8 is set equal to 0. 

❯� Check bit c4 covers b12, b7, b6, and b5, which are 
0010, so c4 is set equal to 1. 

❯� Check bit c2 covers b11, b10, b7, b6, and b3, which 
are 10011, so c2 is set equal to 1. 

❯� Check bit c1 covers b11, b9, b7, b5, and b3, which 
are 11001, so c1 is set equal to 1. 

Consequently, if you have the data 01010101, you 
generate the check bits 0111, as shown in Figure 4-26. 
This 12-bit character (data bits and check bits together) 
is now transmitted to the receiver. The receiver accepts 
the bits and performs the four parity checks on the 
check bits c8, c4, c2, and c1. If nothing happened to 
the 12-bit character during transmission, all four parity 
checks should result in no error. 

But what would happen if one of the bits were corrupted 
and somehow ends up the opposite value? For example, 
what if bit b9 is corrupted? With the corrupted b9,  
you would now have the string 010000101111. The 
receiver would perform the four parity checks, but this 
time there would be parity errors, as follows: 

Unfortunately, correcting an error is not that simple. For 
a receiver to be able to fix an error—in a process called 
FEC (forward error correction)—redundant informa-
tion must be present so that the receiver knows which 
bit or bits are in error and what their original values 
were. For example, if you were given the data 0110110 
and informed that a parity check had detected an error, 
could you determine which bit or bits were corrupted? 
No, you would not have enough information.

To see the full extent of the problem, consider what 
would happen if you transmitted three identical copies 
of each bit. 

For example, you transmitted 0110110 as 000 111 111 
000 111 111 000. 

Now, let’s corrupt 1 bit: 000 111 111 001 111 111 000. 

Can you determine which bit was corrupted? If you 
assume that only one bit has been corrupted, you can 
apply what is known as the majority rules principle and 
determine that the error bit is the final 1 in the fourth 
group, 001. Note that even in this simple example, FEC 
entailed transmitting three times the original amount of 
data, and it provided only a small level of error correc-
tion. This level of overhead limits the application of FEC.

A more useful type of FEC is a Hamming code. A 
Hamming code is a specially designed code in which 
special check bits have been added to data bits such 
that, if an error occurs during transmission, the receiver 
might be able to correct the error using the included 
check and data bits. For example, suppose you want to 
transmit an 8-bit character: the character 01010101 seen 
in Figure 4-26. Let’s number the bits of this character 
from right to left as b3, b5, b6, b7, b9, b10, b11, and b12. 
(Leave spaces for the soon-to-be-added check bits.) 
Now add to these data bits the following check bits at 
positions represented by powers of 2, as follows: 

❯� c8, which generates a simple even parity for bits 
b12, b11, b10, and b9

0 1 0 1 0 0 1 0 1 11 1
b12 b11 b10 b9 c 8 b7 b6 b5 c4 c 2b3 c1

Figure 4-26� Hamming code check bits generated from the 
data 01010101
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128 Chapter 4 Frames and Errors

❯� C1 checks bits b11, b9, b7, b5, b3, and c1 (100011), 
which would result in a parity error. 

If you examine just the check bits and denote a 1 if there 
is a parity error and a 0 if there is no parity error, you get 
1001 (c8 error, c4 no error, c2 no error, c1 error). 1001 
is binary for 9, telling you that the bit in error is in the 
ninth position. To learn more about the technical intri-
cacies of a Hamming code, read the Forward Error Cor -
rection and Hamming Distance Details box.

❯� Because c8 checks b12, b11, b10, b9, and c8 
(01000), there would be a parity error. As you can 
see, there is an odd number of 1s in the data string, 
but the check bit is returning a 0. 

❯� C4 checks b12, b7, b6, b5, and c4 (00101) and, thus, 
would produce no parity error. 

❯� C2 checks b11, b10, b7, b6, b3, and c2 (100111), and 
would produce no parity error. 

Details    �Forward Error Correction and Hamming Distance

For a data code such as ASCII to perform forward error 
correction, redundant bits must be added to the orig-
inal data bits. These redundant bits allow a receiver 
to look at the received data and, if there is an error, 
recover the original data using a consensus of received 
bits. For a simple example, let’s transmit three identical 
copies of a single bit (majority operation). Thus, to send 
a value of 1, three bits (111) will be transmitted. Next, 
consider what would happen if the three bits received 
have the values 101. In FEC, the receiver would assume 
that the 0 bit should be a 1 because the majority of bits 
are 1. To understand how redundant bits are created, 
you need to examine the Hamming distance of a code, 
which is the smallest number of bits by which charac-
ter codes differ. The Hamming distance  is a charac-
teristic of a code. To create a self-correcting or forward 
error-correcting code, you must create a code that has 
the appropriate Hamming distance.

In the ASCII character set, the letter B in binary is 
1000010, and the letter C is 1000011. The difference 
between B and C is 1 bit—the rightmost bit. If you com-
pare all the ASCII characters, you will find that some 
pairs of characters differ by one bit, and some differ by 
two or more bits. Because the Hamming distance of a 
code is based on the smallest number of bits by which 
character codes differ, the ASCII character set has a 
Hamming distance of 1. Unfortunately, if a character set 
has a Hamming distance of 1, it is not possible to detect 
errors, nor to correct them. Ask yourself the following 
question: If a receiver accepts the character 1000010, 
how does it know for sure that this is the letter B and not 
the letter C with a 1-bit error?

When a parity bit is assigned to ASCII, the Hamming 
distance becomes 2. Because the rightmost bit is 
the parity bit, the character B, assuming even parity, 
becomes 10000100, and the character C becomes 
10000111. Now, the last 2 bits of B must change from 
00 to 11 for the character B to become the character C, 
and the difference between the two characters is two 
bits. Now that the Hamming distance is 2, it is possible 
to detect single-bit errors, but you still cannot correct  
errors. Also, if the character B is transmitted, but one bit 
is flipped by error, a parity check error occurs; however, 
you still cannot tell what the intended character 
was supposed to be. For example, the character 
B with even parity added is 10000100. If one bit  
is altered, such as the second bit, the binary value is 
now 11000100. This character would cause a parity 
check, but what was the original character? Any one of 
the bits could have changed, thus allowing for many 
possible original characters. You can correct single-bit 
errors and detect double-bit errors when the Hamming 
distance of the character set is at least 3. Achieving a 
Hamming distance of 3 requires an even higher level of 
redundancy and, consequently, cost.

All Things Considered

Thought Experiment

Devise a code set for the digits 0 to 9 that has a 
Hamming distance of 2.
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129Section 4-4: Error Control

waiting for an acknowledgment could be better 
spent transmitting additional packets.

❯� The sliding window protocol is a flow control 
scheme that allows a station to transmit a certain 
number of data packets at one time before receiving 
some form of acknowledgment. Today, the TCP pro-
tocol used on the Internet can dynamically adjust 
its window size into the thousands for optimum 
performance. Newer sliding window protocols such 
as TCP number individual bytes and indicate in the 
ACK message which numbered byte is expected 
next. This allows the sender to adjust its transmis-
sion in response to lost packets. 

❯� For a receiver to be able to fix an error—in a 
process called FEC (forward error correction)—
redundant information must be present so that 
the receiver knows which bit or bits are in error 
and what their original values were. A Hamming 
code is a specially designed code in which spe-
cial check bits have been added to data bits such 
that, if an error occurs during transmission, the 
receiver might be able to correct the error using 
the included check and data bits.

Self-check
10.	 Which of the following is not a legitimate option 

for how the receiver can handle a data transmis-
sion error?

a.	 Correct the error

b.	 Resend the packet

c.	 Ask for retransmission

d.	 Discard the message

11.	 Station A sends packets numbered 500-549. 
Station B replies with packets numbered  
3000-3099 along with an ACK message. What 
packet number is included in the ACK message?

a.	 549

b.	 550

c.	 3099

d.	 3100

Check your answers at the end of this chapter.

Despite the additional costs of using forward error 
correction, are there applications that would benefit 
from the use of this technology? Two major groups of 
applications can in fact reap a benefit: digital storage 
systems and applications that send data over very long 
distances. Digital storage media, such as CDs, DVDs, and 
Blu-ray discs, use advanced forms of FEC called Reed-
Solomon codes. Note that it is not possible to ask for 
retransmission of audio or video data if there is an error. 
It would be too late! The data needs to be delivered in 
real time, thus the need for FEC that corrects errors on 
the receiving end.

In the second example, if data must be sent over a long 
distance, it is costly to retransmit a packet that arrived 
in error. For example, the time required for NASA to send 
a message to a Martian probe is several minutes. If the 
data arrives garbled, it will be another several minutes 
before the negative acknowledgment is received, and 
another several minutes before the data can be retrans-
mitted. If many data packets arrive garbled, transmitting 
data to Mars could be a very long, tedious process with-
out error correction processes by the receiver.

Remember this…

❯� Error control involves taking one of three actions: 
toss the frame/packet, return a message to the 
transmitter asking it to resend the data packet 
that was in error, or correct the error without 
retransmission.

❯� Tossing the frame/packet for error control is a 
standard mode of operation for some network 
transmission techniques that assume a higher-layer 
protocol or application will notice that a frame has 
been discarded and request the dropped frame be 
retransmitted.

❯� Stop-and-wait error control is a technique usually 
associated with the stop-and-wait flow control pro-
tocol where a sender waits for an acknowledgement 
on one message before sending the next message. 
One of the most serious drawbacks to the simple 
stop-and-wait error control is its high degree of inef-
ficiency. The time the transmitting station wastes 
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130 Chapter 4 Frames and Errors

Summary

Section 4-1: Data Link Frames

❯� Two functions of the data link layer are to create a 
frame of data for transmission between sender and 
receiver, and to provide some way of checking for 
errors during transmission.

❯� A data link layer frame consists of a header and a 
trailer surrounding the payload, which is the data 
contained within the message.

❯� The fields of each header vary depending on the 
protocol that creates the header. One primary piece of 

information is related to addressing. For example, the 
transport, network, and data link layers each need to 
add addressing information.

❯� Following the data and contained within the trailer 
is almost always some form of error detection and 
correction information. Each message must contain 
information that the receiver can use to determine 
whether the message was corrupted in transit. In 
some cases, that information is sufficient for the 
receiver to correct the problem.

Section 4-2: Noise and Errors

❯� Despite one’s best efforts to control noise, some noise 
is inevitable. When the ratio of noise power to signal 
power becomes such that the noise overwhelms 
the signal, errors occur. It is at this point that error-
detection techniques become valuable tools.

❯� Gaussian noise is a relatively continuous type of noise 
while impulse noise is a noncontinuous noise and one 
of the most difficult errors to detect because it can 
occur randomly. Noise is a problem for both analog 
and digital signals, and the transmission speed of the 
data can affect the significance of the noise.

❯� Crosstalk is an unwanted coupling between two differ-
ent signal paths, while echo is the reflective feedback 
of a transmitted signal as the signal moves through a 
medium.

❯� Jitter is the result of small timing irregularities that 
become magnified during the transmission of digital 
signals as the signals are passed from one device to 
another. Attenuation, which is not necessarily a form 
of error, is the continuous loss of a signal’s strength as 
it travels through a medium. 

Section 4-3: Error Detection

❯� When the data link layer creates a frame, it usually 
inserts an error-checking code after the data field. 
When the frame arrives at the next station, this 
error-checking code is extracted, and the frame is 
checked for accuracy.

❯� Simple parity is the easiest error-detection method to 
incorporate into a transmission system. It comes in 
two basic forms: even parity and odd parity. The basic 
concept of parity checking is that a bit is added to a 
string of bits to create either even parity or odd parity.

❯� Longitudinal parity tries to solve the main weakness 
of simple parity—that all even numbers of errors are 

not detected. To do this, characters are arranged in a 
matrix where each character has its own parity bit at 
the end of its row. In addition, after a certain number 
of characters are sent, a row of parity bits is also sent. 
Each parity bit in this last row is a parity check for all 
the bits in the column above it.

❯� Many higher-level protocols on the Internet use a 
form of error detection called arithmetic checksum 
where the characters to be transmitted are “summed” 
together. This sum is appended to the end of the 
message and then transmitted. The receiver performs 
the same summing operation, and essentially com-
pares its sum with the sum that was generated by 
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131Key Terms

the transmitter. If the two sums agree, the message is 
accepted. If the two sums do not agree, the receiver 
informs the transmitter that an error has occurred.

❯� The CRC (cyclic redundancy check) method typi-
cally adds 8 to 32 check bits to potentially large data 
packets and yields an error-detection capability 
approaching 100 percent. It treats the message as a 
large polynomial. The transmitter takes this message 

polynomial and, using polynomial arithmetic, divides 
it by a given generator polynomial, and then produces 
a quotient and a remainder. The quotient is discarded, 
but the remainder (in bit form) is appended to the end 
of the original message polynomial and transmitted 
over the medium. When the data and remainder arrive 
at the destination, the same generator polynomial is 
used to detect an error.

Section 4-4: Error Control

❯� Error control involves taking one of three actions: toss 
the frame/packet, return a message to the transmitter 
asking it to resend the data packet that was in error, 
or correct the error without retransmission.

❯� Tossing the frame/packet for error control is a stan-
dard mode of operation for some network trans-
mission techniques that assume a higher-layer 
protocol or application will notice that a frame has 
been discarded and request the dropped frame be 
retransmitted.

❯� Stop-and-wait error control is a technique 
usually associated with the stop-and-wait flow 
control protocol where a sender waits for an 
acknowledgement on one message before sending 
the next message. One of the most serious drawbacks 
to the simple stop-and-wait error control is its high 
degree of inefficiency. The time the transmitting 
station wastes waiting for an acknowledgment could 
be better spent transmitting additional packets.

❯� The sliding window protocol is a flow control scheme 
that allows a station to transmit a certain number of 
data packets at one time before receiving some form of 
acknowledgment. Today, the TCP protocol used on the 
Internet can dynamically adjust its window size into 
the thousands for optimum performance. Newer sliding 
window protocols such as TCP number individual bytes 
and indicate in the ACK message which numbered byte 
is expected next. This allows the sender to adjust its 
transmission in response to lost packets. 

❯� For a receiver to be able to fix an error—in a process 
called FEC (forward error correction)—redundant 
information must be present so that the receiver 
knows which bit or bits are in error and what their 
original values were. A Hamming code is a specially 
designed code in which special check bits have been 
added to data bits such that, if an error occurs during 
transmission, the receiver might be able to correct the 
error using the included check and data bits.

Key Terms

For definitions of key terms, see the Glossary near the end of the book.

arithmetic checksum

CRC (cyclic redundancy check)

echo

error control

FEC (forward error correction)

Gaussian noise

generator polynomial

Hamming code

Hamming distance

header

impulse noise

jitter

longitudinal parity

parity bit

payload

piggybacking

simple parity

sliding window protocol

stop-and-wait error control

timeout

trailer
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132 Chapter 4 Frames and Errors

1.	 Which of the following is NOT a function of the data 
link layer?

a.	 Create a frame of data for transmission 
between sender and receiver

b.	 Identify which application on the receiving 
device should process the message

c.	 Provide a way to check for errors during 
transmission

d.	 Address the receiving device’s network port

2.	 Which network device is most concerned with MAC 
addresses?

a.	 Router

b.	 Packet sniffer

c.	 Web server

d.	 Switch

3.	 Which part of a message contains error detection 
and correction information for the entire message 
at every network device along the journey?

a.	 Ethernet header

b.	 IP header

c.	 TCP header

d.	 Ethernet trailer

4.	 Which of the following is most likely to cause 
Gaussian noise on a network?

a.	 Loose cable connection

b.	 Power spike

c.	 Power outage

d.	 Traffic on the highway

5.	 Which of the following is most likely to cause 
impulse noise on a network?

a.	 Fluorescent lighting

b.	 Infrared remote control

c.	 Elevator motor

d.	 Cables running alongside each other

Review Questions 

6.	 Which of the following is the best example of 
crosstalk in a nontechnical context?

a.	 Traffic lights directing traffic from multiple 
directions

b.	 Security cameras monitoring several angles 
in a parking lot

c.	 A teacher instructing a group of students

d.	 A person participating in two conversations 
at one time

7.	 Which of the following is the best example of 
crosstalk on a network?

a.	 A loose cable connection

b.	 A power cord running alongside a network 
cable

c.	 A laptop too far away from a Wi-Fi router

d.	 An incompatible cable connector

8.	 When an echo interferes with a signal, what is the 
source of that interfering transmission?

a.	 The device receiving the message

b.	 The device sending the message

c.	 The cable on which the message is sent

d.	 A third device on the same connection

9.	 Which of the following transmissions is most 
susceptible to the degradation caused by jitter?

a.	 File transfer

b.	 Web page request

c.	 Streaming video

d.	 Email download

10.	 Which type of noise is continuous?

a.	 Gaussian noise

b.	 Impulse noise

c.	 Echo

d.	 Jitter
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11.	 Which of the following factors will consistently 
decrease noise on a connection?

a.	 Increased attenuation

b.	 Increased parity

c.	 Increased speeds

d.	 Increased shielding

12.	 Which of these characters employs even parity?

a.	 11111001

b.	 11001000

c.	 11111110

d.	 00000001

13.	 Which of these error detection techniques poten-
tially offers the most favorable ratio of data bits to 
parity bits while maximizing the chances of detect-
ing an error?

a.	 Simple parity

b.	 Cyclic redundancy check

c.	 Arithmetic checksum

d.	 Longitudinal parity

14.	 With arithmetic checksum, what is being added?

a.	 Binary values of transmitted characters

b.	 A series of hexadecimal characters

c.	 A series of TCP/IP characters

d.	 Decimal values of transmitted numbers

15.	 Which of these errors could possibly escape a CRC-
32 system?

a.	 Odd number of bits in error

b.	 Error burst of 32 bits

c.	 Error burst of 34 bits

d.	 Double-bit error

16.	 How many packets can be sent at one time using 
the stop-and-wait error control method?

a.	 1

b.	 7

c.	 127

d.	 Thousands

17.	 In a sliding window error-control system, Station 
A sends three packets with bytes 0–99, 100–199, 
and 200–299, respectively. The second packet with 
bytes 100–199 is delayed somewhere along its path 
across the network long enough that the third 
packet arrives two seconds before the second one. 
What response will Station B send?

a.	 ACK 0

b.	 ACK 100

c.	 ACK 200

d.	 ACK 300

18.	 What condition must be met for error correction to 
be performed?

a.	 The sender doesn’t receive an ACK message

b.	 The receiver sends a NAK message

c.	 Redundant information is present

d.	 The packet is not received

19.	 A system is going to transmit the byte 10010100. 
What are the four check bits c8, c4, c2, and c1 that 
will be added to this byte using even parity?

a.	 111000100100

b.	 100100100011

c.	 100110101000

d.	 100100101001

20.	 The 12-bit string 010111110010 with embedded 
Hamming code bits (c8, c4, c2, and c1 using even 
parity) has just arrived. Is there an error? If so, 
which bit is in error?

a.	 There is no error.

b.	 The bit b5 is in error.

c.	 The bit b9 is in error.

d.	 The bit b12 is in error.
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Install and Use Wireshark
Estimated time: 	45 minutes

Resources:
❯� A computer and user account with application installation rights
❯� Access to a private network either owned by the student or which the student has explicit permission to scan
❯� Internet access

❯� Context:
Wireshark is a free, open-source network protocol analyzer that can help demystify network messages for you and 
help make the network layers easier to understand. For some students, using Wireshark for the first time can be an 
epiphany experience. It allows you to study the layers, all the information that is added to every message, and all the 
messages that have to go back and forth just to bring up a web page or simply to connect to the network. It becomes 
much more real when you see how many messages Wireshark collects during even a short capture.

During this project, you’ll also encounter several network protocols that you will learn more about throughout this 
course. The point of this exercise is to show you how Wireshark works, so don’t worry if the protocols are unfamiliar 
for now.

Hands-On Project 4 

Note
Take note that scanning a network you don’t own or don’t have permission to scan with Wireshark is illegal. Do not use 
Wireshark on public Wi-Fi networks at all. Also, don’t use Wireshark on any network you don’t own unless you have 
written permission from the owner to capture and analyze network communications using Wireshark.

Complete the following steps:

1.	 Open a browser and go to wireshark.org. Download and install the current stable release, using the appropriate 
version for your OS. Be sure to accept the Npcap option if it is offered. In the Wireshark setup window, you do 
not need USBPcap. If needed, reboot your computer to complete the Wireshark installation.

2.	 When installation is complete, open Wireshark. 

3.	 In the Wireshark Network Analyzer window, select your network interface from the list. Then click the shark-fin 
icon to start the capture, as shown in Figure 4-27.

4.	 While the capture is running, open your browser and go to cengage.com. Then open a PowerShell or Command 
Prompt window and enter ping 8.8.8.8, which will send some messages to the Cengage server and prompt 
a response from the server. After the ping completes, click the red box on the command ribbon to stop the 
capture.

Look at some of the messages you’ve captured. You can adjust the pane sizes by grabbing a border between them 
and dragging. Expand the top pane so you can see more of the captured messages at one time. Let’s start to decode 
this blur of numbers and letters.

5.	 Notice the column headers along the top of the capture, as shown in Figure 4-28. Of particular interest are 
the Source and Destination columns, the Protocol column, and the Info column. Find a UDP (User Datagram 
Protocol) message that has an IPv4 Source address—most likely starting with 192.168—and click on it. Take 
a screenshot of your capture with the UDP message selected; submit this visual with your answers to this 
project’s questions.
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135Hands-On Project 4 

6.	 In the middle pane, click on each line to expand that layer’s information. What pieces of information stand out 
to you? 

Color highlighting can make it easier to spot different protocols. Notice in Figure 4-29 that TCP (Transmission Control 
Protocol) messages are a light lavender or light green color (when it includes HTTP), and UDP and DNS (Domain 
Name Services) messages are a light bluish color. You can see the protocol names in the Protocol column. Note that 
if you have trouble distinguishing colors, you can choose colors or shades that work for you. For example, you might 
choose a very dark shade that stands out against lighter shades. If necessary, you could also use a phone app to help, 

Start
capture

Stop
capture

Figure 4-27� The Wireshark Network Analyzer window

Filter boxColumn
headers

UDP
messages

OSI layers

Clear �lter

Figure 4-28� A Wireshark capture
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136 Chapter 4 Frames and Errors

such as Be My Eyes (bemyeyes.com) that pairs users with a normally sighted volunteer to help identify colors, Color 
Blind Pal ( colorblindpal.com) that provides descriptive information and offers a filter tool, or Pixolor that identifies 
colors of pixels in an image (website developers often use apps like this to define branding colors). 

7.	 To see a list of currently assigned highlight colors and to adjust these assignments, on the main toolbar, click 
View and then click Coloring Rules. Here, you can change the priority for matching protocols within a message 
to colors in the output pane (because more than one protocol is used in each message), and you can assign  
colors that are easier to spot. In Figure 4-30, the background color for ICMP (Internet Control Message Protocol) 
is changed to a bright green. When you’re happy with your color selections, click OK.

Figure 4-29� Different highlight colors correspond to different protocols

Figure 4-30� Choose colors that are easier to spot
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137Hands-On Project 4 

8.	 To filter for a particular kind of message in your capture, type the name of the protocol in the Filter box 
(identified in Figure 4-28). Figure 4-31 shows a filter for ICMP messages, which are currently highlighted in bright 
green. These ICMP messages were generated when pinging another host on the network. Try filtering for other 
protocols you see listed in your capture, such as HTTP, and see how many different types you can find in your 
capture. Click the X to clear filters between searches. Which protocols did you find?

9.	 To compare which network layers are represented by each of these protocols, apply a slightly more compli-
cated filter where you can see both HTTP messages and ICMP messages in the same search. Enter the following 
phrase into the Filter box: http or icmp.

10.	 Click on an ICMP message and count the layers of information available in the middle pane. In Figure 4-32, there 
are four layers of information, which correspond to layer 2 (Frame and Ethernet II) and layer 3 (Internet Proto-
col Version 4 and Internet Control Message Protocol).

11.	 Examine an HTTP message. Figure 4-33 shows five layers of information in the middle pane. This time, layer 7 
(Hypertext Transfer Protocol) and layer 4 (Transmission Control Protocol) are represented, in addition to layer 
3 (Internet Protocol Version 4) and layer 2 (Ethernet II and Frame).

Figure 4-31� Use a filter to narrow your search

Figure 4-32� Use the middle pane to dig into each layer’s headers
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138 Chapter 4 Frames and Errors

12.	 You can close Wireshark and delete your capture. You do not need to save it for later.

Five layers of
information in

the middle
pane

Figure 4-33� This HTTP message uses TCP at the transport layer and IP at the network layer to contact a 
Cengage web server

Reflection Discussion 4

Jitter is a noise type that most computer and mobile device users experience fairly often to some degree. You might have 
experienced jitter when streaming a movie, talking on the phone, or playing a video game. Think about a specific situation 
when jitter caused problems in the quality of your network connection, and then answer the following questions:

❯� What is a specific situation when you experienced jitter? What were you doing that relied on network communica-
tions? How was the signal quality degraded by jitter?
❯� What is something you could do to reduce or eliminate this jitter? Does it require behavioral changes, such as 
moving your device, or does it require network changes, such as a hardware or software upgrade?
❯� Do a little research on the costs involved to improve your signal quality. What kind of investment would be 
required to mostly solve the problem? Is the cost worth it to you for the improved quality?

Go to the discussion forum in your school’s LMS. Write a post of at least 100 words discussing your thoughts about 
your experiences with jitter. Then respond to two of your classmates’ threads with posts of at least 50 words discuss-
ing their comments and ideas. Use complete sentences, and check your grammar and spelling. Try to ask open-ended 
questions that encourage discussion, and remember to respond to people who post on your thread. Use the rubric in 
Table 4-4 to help you understand what is expected of your work for this assignment.

Table 4-4� Grading rubric for Reflection Discussion 4

Task Novice Competent Proficient Earned
Initial post Generalized statements 

about experiences with 
jitter

30 points

Some specific statements with 
examples about experiences 
with jitter along with some 
possible, general solutions

40 points

Self-reflective discussion 
with specific and thoughtful 
statements about experiences 
with jitter, well-defined proposals 
for solutions, and concrete cost-
benefit analysis

50 points

Initial post: 
Mechanics

• 	 Length < 100 words

• 	 Several grammar and 
spelling errors

5 points

• 	 Length 5 100 words

• 	 Occasional grammar and 
spelling errors

7 points

• 	 Length > 100 words

• 	 Appropriate grammar and 
spelling

10 points
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139Solutions to Self-Check Questions

Section 4-1: Data Link Frames

1.	 Which address identifies the receiving application?

Answer: d. Port

Explanation: The transport layer contains the port num-
ber that identifies which application on the receiving 
computer should process the message, such as a web 
browser (typically port 80 or port 443).

2.	 Which protocol adds a header at the network layer?

Answer: a. IP

Explanation: The IP (Internet Protocol) header at the 
network layer contains the IP address that identifies 
the destination computer uniquely across multiple net-
works. Traffic crossing multiple networks is handled by 
routers, and so routers read the network layer’s header 
to identify the destination computer’s IP address. This 
information helps routers determine which route a mes-
sage should take to reach the network of its destination.

3.	 In which part of a data link layer’s frame can you 
find error checking information?

Answer: c. Trailer

Explanation: Following the data and contained within 
the trailer is almost always some form of error detection 
and correction information, such as CRC (cyclic redun-
dancy check).

Response 1 Brief response showing lit-
tle engagement or critical 
thinking

5 points

Detailed response with 
specific contributions to the 
discussion

10 points

Thoughtful response with spe-
cific examples or details and 
open-ended questions that invite 
deeper discussion of the topic

15 points

Response 2 Brief response showing lit-
tle engagement or critical 
thinking

5 points

Detailed response with 
specific contributions to the 
discussion

10 points

Thoughtful response with spe-
cific examples or details and 
open-ended questions that invite 
deeper discussion of the topic

15 points

Both 
responses: 
Mechanics

• 	 Length < 50 words 
each

• 	 Several grammar and 
spelling errors

5 points

• 	 Length 5 50 words each

• 	 Occasional grammar and 
spelling errors

7 points

• 	 Length > 50 words each

• 	 Appropriate grammar and 
spelling

10 points

Total

Section 4-2: Noise and Errors

4.	 At which of these TCP/IP layers is error detection 
not typically performed?

Answer: d. Physical

Explanation: When the data link layer creates a frame, 
it usually inserts an error-checking code after the data 
field. But the data link layer is not the only layer that 
performs some type of error detection. The transport 
layer also includes an error-detection scheme. Also, 
some network layer protocols, such as IP (Internet Pro-
tocol), include an error-detection code in the network 
layer header. In the case of IP, however, the error detec-
tion is performed on only the IP header, and not the data 
field. The physical layer involves other activities, such 
as modulation and encoding. 

5.	 A forklift operating on the warehouse floor causes 
interference on the Wi-Fi network when it gets close 
to the data closet. What kind of noise is this?

Answer: c. Impulse noise

Explanation: Impulse noise, or noise spike, is a non-
continuous noise and one of the most difficult errors to 
detect because it can occur randomly.

6.	 Which of the following techniques would not 
reduce noise on a network?

Answer: d. Install cables close together.

Solutions to Self-Check Questions
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140 Chapter 4 Frames and Errors

Explanation: In cases where the size of the error burst 
is less than r 1 1, where r  is the degree of the generator 
polynomial, error detection is 100 percent. The degree 
of the polynomial listed is 12. In cases where the error 
burst is greater than or equal to 12 1  1, or 13, there is a 
chance the CRC will not detect the error. Therefore, this 
CRC can only detect error bursts of 12 bits or less.

Section 4-4: Error Control

10.	 Which of the following is not a legitimate option for 
how the receiver can handle a data transmission error?

Answer: b. Resend the packet

Explanation: While the receiver might request that the 
sender resend the packet, the receiver would not be the 
one to resend a lost or corrupted packet. The receiver 
might also discard the message in some cases, or might 
be able to correct the error if error correction informa-
tion is included.

11.	 Station A sends packets numbered 500-549. Station 
B replies with packets numbered 3000-3099 along 
with an ACK message. What packet number is 
included in Station B’s ACK message?

Answer: b. 550

Explanation: The acknowledgment that a receiver trans-
mits to the sender always contains a value equal to the 
number of the next expected packet from that sender. 
In this case, Station A sent packets 500-549. The next 
packet Station B would expect from Station A would be 
numbered 550.

Explanation:  Crosstalk is an unwanted coupling 
between two different signal paths and can occur when 
unshielded cables are installed closely together.

Section 4-3: Error Detection

7.	 Given the character 0110101, what bit will be added 
to support even parity?

Answer: d. Arithmetic checksum

Explanation: With parity checking, a bit is added to the 
end of a string of bits to create either even parity or odd 
parity. For even parity, the 0 or 1 added to the string 
produces an even number of binary 1s. In this case, the 
character already contains an even number of 1s, so a 
0 parity bit is added to the end of the string: 01101010.

8.	 Which error detection method is designed to detect 
a corrupted IP address in a packet’s IP header?

Answer: d. Arithmetic checksum

Explanation: Many higher-level protocols on the Inter -
net (such as TCP and IP) use a form of error detection 
called arithmetic checksum. IP’s error-detection, how -
ever, is performed on only the IP header, and not the 
data field. Information such as the IP address is con-
tained in the IP header.

9.	 What is the largest size error burst thegenerator 
polynomial x 12 1 x 11 1 x 3 1 x 2 1 x 1 1 can detect 
with 100% accuracy?

Answer: b. 12 bits
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Objectives
After reading this chapter, 
you should be able to:

• 	Explain the purpose of 
LANs (local area networks) 
in a business or home

• 	Describe the evolution of 
LAN technologies

• 	Explain features offered 
by switches for network 
traffic management

• 	Compare Ethernet 
standards

• 	Explain the access control 
method used by wireless 
LANs

Introduction
So far in this course, you’ve learned about the networking layers of the 
TCP/IP suite and the OSI model. You’ve also learned about the activities 
of the physical layer of a network, whether a signal is transmitted on 
a wired connection or a wireless signal, and how data and signals are 
related. And then you read about frames that give structure to these 
messages, and how errors are handled. In this chapter, you’ll continue your  
study of the data link layer, and you’ll learn some of the specifics of how 
protocols at this layer function. Specifically, you’ll read about Ethernet 
on both wired and wireless LANs.

A LAN (local area network) is a communications network that 
interconnects a variety of data communications devices within a 
small geographic area and transmits data at high data transfer rates. 
Several points in this definition merit a closer look. The phrase “data 
communications devices” covers computers such as personal computers, 
computer workstations, and mainframe computers, as well as peripheral 
devices such as disk drives, printers, and modems. Data communications 
devices could also include items such as motion, smoke, and heat 
sensors; fire alarms; ventilation systems; and motor speed controls. 
These latter devices are often found in businesses and manufacturing 
environments where assembly lines and robots are commonly used.

The next piece of the definition, “within a small geographic area,” usu -
ally implies that a LAN can be as small as one room, or can extend 
across multiple rooms, over multiple floors within a building, and even 
through multiple buildings within a single campus. The most common 
geographic areas for a LAN, however, are a room or multiple rooms 
within a single building.

Lastly, the final phrase in the definition states that local area networks 
are capable of transmitting data at “high data transfer rates.” While 
early LANs transmitted data at perhaps 10 million bits per second, the 
newest LANs can transmit data at 10 billion bits per second and higher.

Wired and Wireless  
Local Area Networks

Chapter 5
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142 Chapter 5 Wired and Wireless Local Area Networks 

Since the LAN first appeared in the 1970s, its use has 
become widespread in commercial and academic 
environments. It would be difficult to imagine a col-
lection of computer workstations within a computing 
environment that did not employ some form of LAN. 
Many individual computer users now install LANs at 
home to interconnect two or more computers, print-
ers, game systems, televisions, IoT (Internet of Things) 
systems, and other devices. Just as in office environ-
ments, one of the driving forces behind installing a 
LAN in a home is the capability of sharing peripherals 
such as high-quality printers and high-speed connec-
tions to the Internet. To better understand this phe -
nomenon, it is necessary to examine several “layers” 
of LAN technology.

This chapter begins by discussing the primary function 
of a LAN as well as its advantages and disadvantages. 
Next, the basic physical layouts or hardware topolo-
gies of the most commonly found LANs are discussed, 
followed by a survey of the software (medium access 
control protocols) and network devices (switches) that 
allow a workstation to transmit data on the network. 
You’ll then examine the most common LAN standards, 
such as the various Ethernet versions for both wired 
and wireless LANs. 

Section 5-1: Using LANs
To better understand the capabilities of local area net-
works, let’s examine their primary function and some 
typical activities and application areas. Most users 
need a LAN to provide access to hardware and software 
resources that will allow them to perform one or more of 
the following activities in an office, academic, or manu -
facturing environment: access to the Internet; access to 
files, databases, and applications; print services; email 
services; process control and monitoring; and distrib-
uted processing.

Perhaps the strongest advantage of a LAN is its ability to 
allow users to connect their computers to the Internet. 
In this way, you can use a web browser or other Inter -
net software to access all the resources of the Internet. 
A LAN can interface with other LANs, with WANs (wide 
area networks) such as the Internet, and with mainframe 
computers, as well as with other network types. Thus, a 
LAN is the foundation that brings together many differ -
ent types of computer systems and networks. A LAN’s 
interfacing ability enables a company’s employees to 
interact with people external to the company, such as 
customers and suppliers. For example, if employees 

wish to send purchase orders to vendors, they can enter 
transactions on their workstations. These transactions 
travel across the company’s LAN, which connects to a 
WAN. The suppliers receive the orders through their 
own LAN that is also connected to a WAN.

Secondly, a LAN allows users to share hardware and 
software resources. For example, suppose the network 
version of a popular database program is purchased and 
installed on a LAN. The files that contain all the database 
information are stored in a central location such as a net-
work server. When any user of the LAN wishes to access 
records from that database program, the records can be 
retrieved from the server and then transmitted over the 
LAN to the user’s workstation for display. A LAN makes 
files available to network users by connecting a server 
or workstation with large storage disk drives that act as 
a central storage repository, aptly called a file server. 
Suppose two or more users wish to share a data set. In 
this case, the data set would be stored on the file server, 
while the network provides access to those users who 
have the appropriate permissions. 

This file sharing capability also allows LANs to share 
access to applications. For example, when the LAN offers 
access to a high-level application such as commercial 
project management software, the network stores 
some or all of the application files on the file server 
and transfers a copy to the appropriate workstation on 
demand. By keeping all of the application on the server—
or more likely, part of it on the server and part of it on the 
client workstation—the network can control access to 
the software and can reduce the amount of disk storage 
required on each user’s workstation for this application. 

A LAN can also provide access to one or more high-
quality printers. LAN software called a print server 
provides workstations with the authorization to access 
a particular printer, accepts and queues print jobs, 
prints documents, and allows users access to the job 
queue for routine administrative functions.

Similarly, many companies support their own corpo-
rate email, although smaller companies and individuals 
often use a third-party service such as Gmail or Outlook 
instead. Companies with their own email services main-
tain email servers to store employee emails. The email 
servers are located somewhere on the corporate net-
work as a database of email messages, both old and new. 
When users log in to access their email, their messages 
are retrieved from the email server.

Figure 5-1 shows typical interconnections between a 
LAN and other entities. It is common to interconnect 
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143Section 5-1: Using LANs

one LAN to another LAN using special configurations 
on a switch. Equally common is the interconnection of 
a LAN to a WAN or other LANs via a router. A LAN can 
also be connected to a mainframe computer to enable 
the two entities to share each other’s resources.

In manufacturing and industrial environments, LANs are 
often used to monitor manufacturing events and report 
and control their occurrence. The LAN provides process 
control and monitoring. An automobile assembly line 
that uses sensors to monitor partially completed auto-
mobiles and control robots for assembly is an excellent 
example of a LAN performing process control functions.

Depending on the type of network and the choice of 
network operating system, a LAN may support distrib-
uted processing, in which a task is subdivided and sent 
to remote workstations on the network for execution. 
Oftentimes, these remote workstations are idle; thus, 
the distributed processing task amounts to “borrow -
ing” CPU time from other machines (and is often called 
grid computing). The results of these remote execu-
tions are then returned to the originating workstation 
for dissemination or further processing. By delegating 
tasks to those computers that are most capable of han-
dling specific chores, the distribution of tasks or parts 
of tasks can lead to an increase in execution speed and 
efficiency.

Putting LANs to Work
In addition to performing these common activities, a 
LAN can be an effective tool in many application areas:

❯� Office environment—A LAN in an office can 

support word processing, spreadsheet operations, 

database functions, email access, Internet access, 

electronic appointment scheduling, and graphic 

image creation capabilities over a wide variety of 

platforms and to many workstations. Completed 

documents can be routed to high-quality printers 

to produce letterheads, graphically designed 

newsletters, and formal documents.

❯� Academic environment—In a laboratory setting, a 

LAN can provide students with access to the tools 

necessary to complete homework assignments, 

send email, explore simulation activities, and utilize 

the Internet. In a classroom setting, a LAN can 

enable instructors to deliver tutorials and lessons 

with high-quality graphics and sound to students. 

Multiple workstations can be used to provide 

students with instruction at their own pace, while 

the instructor monitors each student’s progress at 

every workstation.

❯� Manufacturing environment—Modern assembly 

lines operate under the control of LANs. As 

products move down the assembly line, sensors 

control position; robots perform mundane, 

exacting, or dangerous operations; and product 

subassemblies are inventoried and ordered. The 

modern automobile assembly line is a technological 

tour de force, incorporating numerous LANs and 

possibly mainframe computers.

Router

Switch

MainframeWorkstationWorkstationWorkstationWorkstation

LAN 2

LAN 3
LAN 1

Internet

Figure 5-1� A LAN interconnecting another LAN, the Internet, and a mainframe computer
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Interestingly, however, some companies are beginning 
to view equipment purchases as a disadvantage. Sup-
porting an entire corporation with the proper comput-
ing resources is expensive. It does not help that, as a 
computer reaches its first birthday, there is a newer, 
faster, and less expensive computer waiting to be pur -
chased. Thus, some companies lease LAN equipment 
and computer workstations, hire a third party to sup-
port their networks, or outsource some of their LAN 
services to the cloud. Implementing LANs incurs several 
disadvantages: 

❯� Expensive—LAN hardware, operating systems, and 
applications running on the network can be expen-
sive. The components of LANs that require signifi-
cant funding include the network servers, network 
operating system, network cabling system including 
switches and routers, network-based applications, 
network security, and support and maintenance. 

❯� Compatibility challenges—While a LAN can 
support many types of hardware and software, the 
different types of hardware and software may not 
be able to interoperate. For example, even if a LAN 
supports two different types of database systems, 
users may not be able to share data between the 
two databases. 

❯� User licenses—Network admins must be careful to 
purchase the correct user license for LAN-based 
software. For example, it is almost always illegal to 
purchase a single-user copy of software and then 
install it on a LAN for multiple users to access. To 
avoid using software illegally, companies must be 
aware of the special licensing agreements associ-
ated with LANs.

❯� Time commitment—The management and control 
of the LAN require many hours of dedication and 
service. A manager, or network administrator, of 
a LAN should be properly trained and should not 
assume that the network can support itself with 
only a few hours of attention per week. Therefore, a 
LAN requires specialized staff and knowledge along 
with the right diagnostic hardware and software. 
Unfortunately, many hours of this support time 
are often spent fighting viruses and other network 
security issues (Chapter 8 is devoted entirely to a 
discussion of network security concerns).

❯� Performance challenges—A LAN is only as strong 
as its weakest link. For example, a network may 
suffer terribly if the file server cannot adequately 

Advantages and Disadvantages 
of LANs
While LANs are useful in many ways, there are both 
advantages and disadvantages to implementing a LAN. 
Let’s look first at the primary advantages:

❯� Shared resources—Shared hardware resources 
can include high-quality and 3-D printers, tape-
backup systems, plotters, multimedia devices, 
mass storage systems, and other hardware devices. 
On the software side, LANs allow the sharing of 
commercial applications, in-house applications, and 
data sets with one or all user workstations. 

❯� Interconnectivity—With respect to communica-
tions, each workstation in a LAN can send and 
receive messages to and from other workstations 
and networks. This intercommunication allows 
users to send email, access websites, send print 
jobs, and retrieve database records. 

❯� Flexibility in system evolution—In a LAN, 
component evolution can develop independently 
of system evolution, and vice versa. For example, 
if new workstations are desired, you can replace 
older workstations with newer ones, requiring 
few changes to the network itself. Likewise, 
if one or more network components become 
obsolete, you can upgrade the network component 
without replacing or radically altering individual 
workstations.

❯� Mixed hardware—Under some conditions, LANs 
allow equipment from different manufacturers to be 
mixed on the same network. For example, it is pos-
sible to create a LAN that incorporates Windows 
computers with macOS computers. You can also 
network mobile devices of various types and oper-
ating systems, printers from different manufactur-
ers, and IoT devices that rely on various protocols.

❯� High transfer rates and low error rates—Today’s 
LANs typically support data transfer rates between 
100 megabits per second and 10 gigabits per second. 
Because of these rates, you can transfer documents 
across a LAN quickly and with confidence. 

❯� Privacy and autonomy—Because LANs can be 
purchased outright, the entire network and all 
workstations and devices can be privately owned 
and maintained. Thus, a company can offer its 
desired services using the hardware and software it 
deems best for employees.
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145Section 5-2: Evolution of LAN Technologies

constant need to monitor the LAN for performance 
issues or plan for the ripple effects of changes to 
the LAN.

Self-check
1.	 Data stored on the network and accessed by 

multiple users is an example of ___________.

a.	 file services

b.	 distributed processing

c.	 email services

d.	 print services

2.	 Which pair of devices would most likely not 
share the same LAN?

a.	 Printer and laptop

b.	 Switch and file server

c.	 Web server and smartphone

d.	 Smart TV and smart thermostat

Check your answers at the end of this chapter.

Section 5-2: Evolution of 
LAN Technologies
The way devices are connected on a LAN determine 
the types of rules, or protocols, they need to manage 
their communications with each other. For example, 
can a device send a message directly to another device, 
such as when you connect a small printer to your com-
puter? Or can that transmission be detected by other 
devices on the network? If you connect all network 
devices along a single line, they all must share the same 
bandwidth, and all devices can eavesdrop on all other 
devices. Instead, is there a way to separate connections 
so every device has its own bandwidth and can send a 
private message to any other device? The way you orga-
nize these devices and their connections is called a net -
work’s topology. 

Bus Topology
The bus topology was the first physical design when 
LANs became commercially available in the late 1970s. 
Since the 1970s, the use of a bus as a LAN configuration 
has diminished to the point of extinction; however, you 
can learn some important networking concepts from 
the technologies developed to overcome limitations of 
earlier technologies. A bus LAN essentially consisted of 
a cable, or bus, to which all devices were attached. As 

serve all the requests from network users. After 
upgrading a server, a company may discover that 
the cabling is no longer capable of supporting 
increased network traffic. After upgrading the 
cabling, it may become apparent that the network 
operating system is no longer capable of perform-
ing necessary functions. Upgrades to part of a 
network can cause ripple effects throughout the 
network, and the cycle of upgrades usually contin-
ues until it is once again time to upgrade the server.

Considering all the advantages and disadvantages 
associated with LANs, it should not be surprising that 
the decision to incorporate a LAN into an existing 
environment requires much planning, training, support, 
and money. Let’s now look more closely at how the 
workstations in a LAN are interconnected to serve the 
activities and applications discussed so far.

Remember this…
❯� LANs provide access to hardware and software 
resources that support users’ access to the Inter-
net; access to files, databases, and applications; 
print services; email services; process control and 
monitoring; and distributed processing.

❯� It is common to interconnect one LAN to another 
LAN using special configurations on a switch. 
Equally common is the interconnection of a LAN to 
a WAN via a router.

❯� A LAN can be an effective tool in many environ-
ments, including offices, schools, and assembly 
lines.

❯� The primary advantages of a LAN include shared 
hardware and software resources, interconnectivity 
with networked devices and the Internet, flexibility 
in system evolution, compatibility between mixed 
hardware, high transfer rates and low error rates, 
and privacy and autonomy.

❯� Some companies lease LAN equipment and 
computer workstations, hire a third party to 
support their networks, or outsource some of their 
LAN services to the cloud.

❯� The challenges of maintaining a LAN include the 
expense of purchasing and maintaining equipment 
and software, compatibility challenges between 
network resources, management of user licenses, 
the time commitment for securing the LAN, and the 
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On the workstation end of the cable was a network inter -
face card, which is still used today. The NIC (network 
interface card) is an electronic device, sometimes in the 
form of a computer circuit board or part of a larger cir -
cuit board. It performs the necessary signal conversions 
and protocol operations that allow the workstation to 
send and receive data on the network. 

When a device transmitted on the bus, all other 
attached devices received the transmission. Only one 
signal at a time could be transmitted on the cable. All 
workstations had to be aware that another workstation 
was transmitting, so they did not attempt to transmit 
and thereby inadvertently destroy the signal of the first 
transmitter. Allowing only one workstation access to the 
medium at one time was (and still is) the responsibility 
of the medium access control protocol, which will be 
discussed in detail a little later in this chapter.

As stated earlier, bus-based LANs have lost popularity to 
the point of near extinction. The next stage of LAN evo-
lution was the star-wired bus topology, discussed next.

shown in Figure 5-2, the bus was simply a linear coaxial 
cable that connected multiple devices or workstations, 
similar to a bus line where you can board the bus at any 
point along its route. Any data transmitted on the bus 
was received by all devices connected to the bus, similar 
to how bus passengers can disembark at any point along 
the route.

Connecting to the cable required a simple device called 
a tap (see Figure 5-3). This tap was a passive device, as 
it did not alter the signal and did not require electric-
ity to operate. In general, it was difficult to add a new 
workstation if no tap was available at the specified 
location. Because there was no tap, the cable had to 
be cut, and a tap had to be inserted. Cutting the cable 
and inserting a tap disrupted the traffic on the network 
and was a somewhat messy job. The best way to avoid 
this was to anticipate where workstations would be 
and have the installation team install all the necessary 
taps in advance. As you might expect, however, predict-
ing the exact number and location of taps was virtually 
impossible.

Coaxial cable bus

Workstations

Laser printer

Figure 5-2� Simple diagram of a LAN bus topology

Personal computer
with cover removed

Tap

Cable

Network interface
card (NIC)

Figure 5-3� The NIC in a workstation connects to a LAN cable
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147Section 5-2: Evolution of LAN Technologies

transmitted, all connected devices immediately received 
the data. The network’s physical design, however, was a 
star because all the devices were connected to a central 
hub and radiated outward in a star-like (as opposed to 
linear) pattern.

The hub at the center of a star-wired bus network came 
in a variety of designs. It could contain anywhere from 
two to hundreds of connections, or ports. For example, 
if you had a hub with 24 ports and more were desired, 
it was fairly simple to either interconnect two or more 
hubs, or purchase a larger hub. Figure 5-5 demonstrates 
that to interconnect two hubs, you simply ran a cable 
from a special connector on the front or rear of the first 
hub to a special connector on the front or rear of the 
second hub. 

Star-Wired Bus Topology
The star-wired bus topology, also now extinct, acted like 
a bus but looked like a star. To be more precise, the net-
work logically acted as a bus with signals moving along a 
pre-defined path, but it physically looked like a star in the 
way all workstations connected to a single, central device. 

The logical topology of a network determines how data 
moves around the network from workstation to worksta-
tion. The physical topology refers to the pattern formed 
by the locations of the physical elements of the network, 
as it would appear if drawn on a sheet of paper. Let’s 
explore the details of this important distinction further, 
as the concepts here are still relevant today.

In star-wired bus networks, all workstations are connected 
to a central device called a hub, as seen in Figure 5-4.  
Hubs are no longer used on today’s networks, but again, 
the progression of technology here laid the foundation 
for how today’s networks function. The hub was a rela-
tively nonintelligent device that simply and immediately 
retransmitted all data it received from any workstation 
out to all other devices connected to the hub. All work-
stations heard the transmitted data because there was 
only a single transmission channel, and all workstations 
used this one channel to send and receive data. 

Sending data to all workstations and devices gener -
ated a lot of traffic but kept the operation very simple 
because there was no need to route traffic to any partic-
ular destination. Thus, regarding its logical design, the 
star-wired bus was acting as a bus—when a workstation 

Server

Hub

Printer

Workstation

Workstations

Workstation

Figure 5-4� Simple example of a star-wired bus topology

Hub

Workstations

Hub

Hub

Printer

Server

Figure 5-5� Interconnection of three hubs in a star-wired bus LAN
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Many hubs supported multiple types of media—twisted 
pair cable, coaxial cable, and fiber-optic cable—for this 
interhub connection. Twisted pair cabling is still the 
preferred medium for connections within a LAN today, 
while fiber-optic cable is typically used as a connector 
between LANs. As you know, the connectors on the ends 
of the twisted pair cables are simple-to-use, modular 
RJ45 connectors. Twisted pair cable and modular con-
nectors have made it much simpler to add workstations 
to a star-wired bus than to a coaxial-cabled bus.

The many advantages of a star-wired bus topology 
included simple installation and maintenance, low-cost 
components (such as hubs and twisted pair wiring), 
and a high volume of compatible products. The biggest 
disadvantage—and this is significant—was the amount 
of traffic its hub(s) had to handle. When two or more 
hubs were interconnected and a workstation transmit-
ted data, all the workstations connected to all the hubs 
received the data. As has been noted, the hub was a 
relatively nonintelligent device. It did not filter out any 
data frames, and it did not perform any routing. This, 
as it turns out, became a major problem with hub-based 
LANs and has led to almost all hubs being replaced. But 
before you explore the hub’s replacement, let’s look 
at the software that operates over hub-based LANs 
because these concepts are still relevant today in other 
kinds of connections.

A medium access control protocol is the set of rules that 
allows a device to place data onto a hub-based LAN or 
onto other networks that require their workstations to 
compete for access to the same bandwidth (such as 
wireless LANs, discussed later in this chapter). Until 
several years ago, all medium access control protocols 
operated under the same restriction: Because a LAN was 
essentially a single bus, only one workstation at a time 
could be allowed to transmit its data onto the network. 
This imperative has changed with the introduction of 
full-duplex connections and switches to replace hubs. 

For the moment, however, let’s concentrate on one 
workstation transmitting at a time. Again, these limita -
tions led the way for modern technologies that make 
the most sense when understood in the context of what 
they accomplished.

The two basic categories of medium access control 
protocols for LANs are: 

❯� Contention-based protocols, such as  
CSMA/CD (carrier sense multiple access  
with collision detection)

❯� Round-robin protocols, such as token passing

Let’s examine only the first protocol category, as it was 
the predominant form of medium access control for 
wired LANs. 

Contention-Based Protocols
A contention-based protocol is a first-come, first-served 
protocol: the first station to recognize that no other sta-
tion is transmitting data and then to place its data onto 
the medium is the first station to transmit. The most 
popular contention-based protocol for wired LANs was 
CSMA/CD (carrier sense multiple access with collision 
detection). The CSMA/CD medium access control proto-
col was found almost exclusively on bus and star-wired 
bus LANs, and for many years it was the most widely 
used medium access control protocol. 

The name of this protocol is so long that it almost 
explains itself: it used collision detection to sense when 
access could be granted to one of multiple devices. Let’s 
explain further. With the CSMA/CD protocol, only one 
workstation at a time could transmit, which is called 
a half-duplex connection as you might remember from 
Chapter 2. A workstation listened to the medium—that 
is, sensed for a signal on the medium—to learn whether 
any other workstation was transmitting. If another 
workstation was transmitting, the workstation want-
ing to transmit waited and then tried again to transmit. 
The amount of time the workstation waited depended 
on the CSMA/CD protocol used. If no other workstation 
was actively transmitting, the workstation transmitted 
its data onto the medium. The CSMA/CD access proto-
col was analogous to people carrying on a conversa-
tion at the dinner table. If no one is talking, someone 
can speak. If someone is talking, everyone else hears 
this and waits. If two people start talking at the same 
time, they both stop immediately (or at least polite peo-
ple do) and wait a certain amount of time before trying 
again.

In most situations, the data being sent by a worksta-
tion is intended for one other workstation, but all the 
workstations on the CSMA/CD protocol-based network 
received the data. Only the intended workstation, as 
identified by the destination address, would do some-
thing with the data. All the other workstations would 
discard the frame of data.

As the data was being transmitted, the sending worksta-
tion continued to listen to the medium thereby listening 
to its own transmission. Under normal conditions, the 
workstation would hear its own data being transmit-
ted. If the workstation heard a distorted, unstructured 
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149Section 5-2: Evolution of LAN Technologies

domain. There was no traffic segmentation to reduce 
collisions or even to reduce the sheer volume of traffic 
traversing the networking media. 

Because of these collisions, busy CSMA/CD networks 
rarely exceeded 40 percent throughput. In other words, 
these CSMA/CD networks wasted 60 percent of their time 
dealing with collisions and other overhead. Today’s users 
find this rate unacceptable and so use more advanced 
networking devices called switches instead of hubs. 

Before examining how switches function, let’s answer the 
question: How do switches alter the network topology?

Star Topology
A modern-day star topology  uses a more advanced cen-
tral connection device called a switch, which you’ll learn 
more about shortly. In a star LAN, both the physical and 
logical topologies are star shaped, as shown in Figure 5-7.  
Physically, each workstation connects directly to the 
central switch. And logically, each workstation com-
municates directly with the central switch, which then 
intelligently forwards messages to the port connecting 
the destination device rather than broadcasting mes-
sages out of every port. 

Recall that all the devices connected to a hub receive 
every transmission and must choose what to ignore. In 
contrast, switches greatly reduce traffic by sending a 
message only to the intended destination. This is sim-
ilar to how major shipping companies work. Consider 

transmission, however, it assumed a collision had 
occurred. A collision was when two or more worksta-
tions transmitted their data across the same medium at 
the same time.

The two workstations did not actually need to begin  
transmission at exactly the same instant for a collision 
to occur. Consider a situation in which two workstations 
were at opposite ends of a bus LAN. A signal propagated 
from one end of the bus to the other end in time n . A 
workstation would not hear a collision until its data had, 
on average, traveled halfway down the bus, collided 
with the other workstation’s signal, and then propagated 
back down the bus to the first station (see Figure 5-6). 
This interval, during which the signals propagated down 
the bus and back, was the collision window. During this 
collision window, a workstation might not hear a trans-
mission, falsely assume that no one is transmitting, and 
then transmit its data.

As traffic on a CSMA/CD network increased, the rate of 
collisions increased, which further degraded the service 
of the network. If a workstation detected a collision, it 
would immediately stop its transmission, wait some ran-
dom amount of time, and then try again. If another colli-
sion occurred, the workstation would wait once more. If 
the network was experiencing a small amount of traffic, 
the chances for collision were small. The chance for a 
collision increased dramatically when the network was 
under a heavy load and many workstations were trying 
to access it simultaneously. This is because all devices 
connected to a hub were part of the same collision 

Bus

Workstation 1

Time 0

Workstation 2Collision

Time n/2 

Time n Collided
signal

Collided
signal

Figure 5-6� Two workstations at opposite ends of a bus experiencing a 
collision
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150 Chapter 5 Wired and Wireless Local Area Networks 

locations of the physical elements of the network, 
as it would appear if drawn on a sheet of paper.

❯� The most popular contention-based protocol for 
wired LANs was CSMA/CD (carrier sense multiple 
access with collision detection). It used collision 
detection to sense when access could be granted to 
one of multiple devices. All devices connected to a 
hub were part of the same collision domain.

❯� A modern-day star topology uses a more advanced 
central connection device called a switch, and both 
the physical and logical topologies are star shaped. 
Physically, each workstation connects directly to 
the central switch. And logically, each workstation 
communicates directly with the central switch, 
which then intelligently forwards messages to the 
port connecting the destination device rather than 
broadcasting messages out of every port.

Self-check
3.	 Four computers (Computers A, B, C, and D) 

are connected to a hub. Computer A sends a 
message to Computer D. Which device(s) will 
receive the message?

a.	 Computer D

b.	 Computers A and D

c.	 Computers B, C, and D

d.	 Computer A

what happens when you send a package by FedEx—
your package does not travel along the same pre-defined 
route as all the other packages. Instead, it is routed  
to a central distribution facility, and then forwarded to 
its destination. The FedEx truck carries the package to 
the correct address, and the driver carries the package 
from the truck to the destination building. Similarly, the 
cabling connecting an end device and the switch is ded -
icated to those two devices and carries transmissions 
either going to or coming from the one workstation 
(with a few exceptions). In the next section, you’ll see 
in more detail how a switch operates and the benefits it 
brings to today’s LANs.

Remember this…
❯� A network’s topology refers to the way networked 
devices and their connections are organized.

❯� A bus LAN essentially consisted of a cable, or bus, 
to which all devices were attached. Any data trans-
mitted on the bus was received by all devices con-
nected to the bus.

❯� The star-wired bus topology logically acted as a bus 
with signals moving along a pre-defined path, but 
it physically looked like a star. The logical design 
of a network determines how data moves around 
the network from workstation to workstation. The 
physical design refers to the pattern formed by the 

Workstation

Workstation

Workstation

Printer

Switch

Server

Figure 5-7� Simple example of a star LAN
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allows for data to be simultaneously transmitted and 
received between a workstation and the switch. How 
can a cable support signals in both directions at the 
same time? By using two pairs of wire, each device 
transmits its send signal on one pair of wires, and it 
receives a signal on the other pair of wires. To enable 
a full-duplex connection, the cabling and the device on 
each end of the connection must be capable of support-
ing and configured to support full-duplex transmissions. 
If any of these configurations are not in place, the con-
nection will suffer from a duplex mismatch. Most of the 
time, devices are configured by default to auto-negotiate 
the duplex configuration for a connection. This ensures 
full-duplex capability whenever possible.

Assuming the transmissions successfully arrive from 
one end of the connection to the other, how does a 
switch know where to send that transmission next? Let’s 
look more closely at how switches use addressing to 
reduce and manage traffic on a network.

MAC (Medium Access Control) 
Addresses
A switch has one primary function: direct the data 
frame to only the addressed receiver. It does not send 
the frame out to all links, as a hub does, unless the data 
frame is a broadcast message. Instead, a switch greatly 
reduces the amount of traffic on a network by send-
ing frames only to their intended destinations. Thus, a 
switch needs to know where all the devices are located 
on the network so it can send the data out the appropri-
ate link. A switch does this by using address information 
stored within the switch. 

4.	 An instructor lecturing to a classroom full of 
students is most analogous to which of the 
following?

a.	 Bus topology

b.	 Logical topology

c.	 Physical topology

d.	 Star topology

Check your answers at the end of this chapter.

Section 5-3: Switches
A hub is a simple device that requires virtually no 
overhead to operate. But it is also inefficient. When a 
network is experiencing a high volume of traffic, a hub 
compounds the problem by taking any incoming frame 
and retransmitting it out to all connections. In con-
trast, a switch uses addresses and processing power to 
direct a frame out of only a specific port, thus reducing 
the amount of traffic on the network. This functionality 
segments the collision domain so that only two devices 
exist on any collision domain, as illustrated in Figure 
5-8. This nearly eliminates the possibility of collisions 
occurring unless there’s an interface misconfiguration. 
Each device’s connection with a switch is a dedicated 
segment, meaning the media making the connection 
is dedicated to that one workstation. This dedicated 
connection increases the available bandwidth for each 
workstation over time beyond what the bandwidth 
would be if the workstation were connected to a hub.

Additionally, the cabling on these dedicated segments 
can carry frames in both directions at the same time 
without causing a collision. This full-duplex connection 

Hub

Switch

Hub

Collision domain

Collision domain

C
ollision dom

ain

Figure 5-8� A modern switch segments the network into many isolated collision 
domains, thereby eliminating the problem of collisions
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likely. Most switches learn this information by them-
selves. Upon installation, the switch begins creating 
an internal port table by using a form of backward 
learning—that is, by observing the location each 
frame comes from. The switch identifies the source 
address from each frame as it enters one of the 
switch’s ports, and it places that information into an 
internal table. After watching traffic for a while, the 
switch has a table of device addresses that shows 
which MAC address is connected to each of the 
switch’s ports, which is called a MAC address table. 
If a frame arrives at the switch with a destination 
address that does not match any address in the table, 
only then will the switch send the frame to every one 
of its ports that has a device connected (except the 
port the frame came from). 

For an example of how the switch learns, examine  
Figure 5-10 and the following scenario. The switch here 
has three active ports: 

❯� Workstation A on port 10

❯� Workstation B on port 15

❯� Workstation C on port 20

When the switch is first activated, its MAC address table 
is empty except for some unrelated default entries. 
Figure 5-11(a) shows the table as initially empty. Now 

As a frame of data enters the switch, the switch exam-
ines the destination address stored within the frame, as 
shown in Figure 5-9. This frame address, called a MAC 
(medium access control) address, is a 48-bit address 
assigned to a NIC when the NIC is manufactured; all 
companies that produce NICs have agreed to use a 
formula that helps ensure every NIC in the world has 
a unique NIC address. The switch then determines if a 
data frame’s destination address currently exists in its 
address table. If it does, the switch knows which port 
that device is connected to and forwards the frame 
only to that port. If it doesn’t, the switch broadcasts  
the frame to all its ports except the port the frame came 
from. All these ports included in the broadcast are col -
lectively called a broadcast domain.

Ping response

Destination MAC
address

Figure 5-9� This frame, captured by Wireshark, shows the workstation’s MAC address as the destination 
for this ping response from a Google server

Note
Switches are not the only devices that can transmit 
broadcast messages. End nodes such as workstations 
also send broadcast messages related to addressing 
and other network functions.

How does the switch know what addresses are on 
which ports? Did a technician sit down and type the 
address of every NIC on each connected port? Not 
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If Workstation A sends a frame to Workstation B at this 
point, the switch will not recognize the address of Work-
station B because there is no matching entry in the MAC 
address table. The switch will forward the frame to all 
active ports except the one where it originated. The switch 
will perform the same learning function for Workstation B 
only when that workstation transmits a frame. Thus, the 
switch learns where network devices are located as those 
devices transmit messages that include the device’s own 
address information, and then the switch uses that infor -
mation for future forwarding decisions. In the project at 
the end of this chapter, you’ll experiment with a switch to 
see how and when it learns MAC addresses.

The above example showed a switch using only three 
active ports: one for each workstation. In reality, 
switches can have many active ports. A LAN can have 
fifty workstations, each one connected to a port on a 
switch. To support each of these ports efficiently, the 
main hardware of the switch—called the backplane—
must be fast enough to support the aggregate or total 
bandwidth of all the ports. For example, if a switch has 
eight 1-Gbps ports, the backplane must support a total 
of 8 Gbps. This backplane is similar to a bus inside a 
computer, which allows you to plug in one or more NICs. 
Each NIC in a computer, switch, or other device sup-
ports one port, or connection, to the device. If the NICs 
are hot swappable, it is possible to insert and remove 
cards while the power to the unit is still on. This capa-
bility allows for quick and easy maintenance of a switch. 
As traffic enters each port, the MAC address table is 
updated to reflect the source address of the received 
frame. Later, when a frame is to be transmitted to 
another workstation, this table of forwarding addresses 
is consulted and the frame is sent out the optimal port.

suppose Workstation A transmits a frame intended 
for Workstation C. Before doing anything else with the 
frame, the switch adds Workstation A’s MAC address to 
the switch’s MAC address table and maps that address 
to Port 10. See Figure 5-11(b). 

Because the switch does not yet know where Worksta-
tion C is located, the switch forwards the frame to all 
active ports except the port where it originated. Conse-
quently, the frame successfully reaches Workstation C; 
however, the switch unnecessarily forwards the frame 
out of port 15 to Workstation B.

Now suppose Workstation C returns a frame to Workstation 
A. The switch extracts the address of Workstation C 
and places it in the MAC address table, as shown in  
Figure 5-11(c). The frame is destined for Workstation A, 
and the switch sees that there is an entry for Workstation 
A in the MAC address table. This time, the switch knows 
Workstation A is on port 10 and does not forward the 
frame to any other ports. In addition, if Workstation A 
sends another frame to Workstation C, the switch will see 
that Workstation C is on port 20 and will not forward the 
frame to any other ports.

Switch

Workstation A

Workstation B

Workstation C

Port 10

Port 15

Port 20
Port 10

Figure 5-10� A switch interconnecting three workstations

A -- 10

(b) Workstation A
transmits

A -- 10
C -- 20

(c) Workstation C
transmits

(a) Empty table

Figure 5-11� A switch’s MAC address table 
and its new entries
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Other reasons you might want to use VLANs include:

❯� Identify groups of devices whose data should be 
given priority handling, such as executive client 
devices or an ICS (industrial control system) that 
manages a refrigeration system or a gas pipeline.

❯� Isolate connections with heavy or unpredictable 
traffic patterns, such as when separating  
high-volume VoIP (Voice over IP) traffic from  
other network activities.

❯� Isolate groups of devices that rely on legacy proto-
cols incompatible with most of the network’s traffic, 
such as a legacy SCADA (supervisory control and 
data acquisition) system monitoring an oil refinery.

❯� Separate groups of users who need special or lim-
ited security or network functions, such as when 
setting up a guest network.

❯� Configure temporary networks, such as when mak-
ing specific network resources available to a short-
term project team.

❯� Reduce the cost of networking equipment, such as 
when upgrading a network design to include addi-
tional departments or new types of network traffic.

Consider Figure 5-12 in which two VLANs have been 
configured. VLAN 1 has Server 1, Workstation 1, and 
Workstation 2. VLAN 2 has Server 2, Workstation 3, and 
Workstation 4. The devices in VLAN 1 cannot access 
those in VLAN 2, and vice versa, because they are in 
different VLANs. Although this sounds restrictive, it 
increases available network bandwidth and security 
within and between VLANs. Traffic for one VLAN is not 
shared with devices on another VLAN. For example, 
network traffic for the HR Dept is not visible to worksta-
tions used by the Sales Dept.

Virtual LANs
One of the more interesting applications of a switch is 
to create a virtual LAN. Just as the switch segments a 
large collision domain into multiple smaller collision 
domains, switches can also segment a large broadcast 
domain into multiple smaller broadcast domains. As 
you just read, switches and workstations send broad-
cast messages to accomplish certain tasks on a network, 
such as addressing functions. However, high volumes 
of broadcast traffic can slow down a network, thus cre-
ating the need to break up a large and busy broadcast 
domain. This is one way that VLANs can be helpful.

A VLAN (virtual LAN) is a logical subgroup within a LAN 
created via switches and software rather than by manu-
ally moving wiring from one network device to another. 
For example, if a company wishes to create a workgroup 
of employees to collaborate on a new project, network 
support personnel can create a VLAN for that work-
group. Even though the employees and their actual 
computer workstations may be scattered throughout 
the building, LAN switches and VLAN software can be 
used to create a “network within a network” to enhance 
resource accessibility for that workgroup, regardless 
of where each employee’s workstation is located in the 
building. 

Alternatively, employees in different departments but 
sharing office space in close proximity can also be 
grouped according to VLAN. Two computers within 
inches of each other might be connected to the same 
switch but would not be able to communicate directly 
through their shared switch. In this case, VLANs are 
being used to enhance security by segmenting the net-
work according to which computers should be able 
to communicate with each other, regardless of which 
switch each workstation is connected to.

Server 1 Workstation 2

Switch

VLAN 1 VLAN 2

Server 2 Workstation 4

Workstation 3

Workstation 1

orkstation 3Wo

Figure 5-12� A switch with two VLANs configured
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155Section 5-3: Switches

allows you to combine two or more data paths, or links, 
into one higher-speed link. Although a number of pro-
prietary protocols have emerged over the years, the 
current link aggregation standard is IEEE 802.1AX. This 
IEEE standard can combine as many as eight identical 
links into one “fat” link called a LAG (Link Aggrega-
tion Group), thus allowing a much higher data transfer 
capacity between two devices. See Figure 5-13. In order 
to take advantage of the additional links, link aggregation 
attempts to balance the flow of data evenly across all 
shared links. However, if there is a flow of frames or pack-
ets belonging to a single conversation, it is more efficient 
to keep those packets in sequence over a single physical  
link rather than spreading them over multiple links. 
Thus, link aggregation can also recognize a sequence  
of packets and will not spread those packets over  
multiple links.

Link aggregation serves additional purposes beyond 
increasing a link’s available bandwidth. It can also pro-
vide a backup link in the event of a primary link failure. 
If two or more links are aggregated and one of those 
links fails, the switches can recover from the link fail-
ure in less than a second. Finally, link aggregation can 
also be used to allow multiple parallel links to a server, 
as shown in Figure 5-14. This can be useful if a particu-
lar server has a high demand placed on it and is expe-
riencing delays due to all requests traversing a single 
link. With link aggregation, the server requests can be 
spread across multiple links, thus doubling or tripling 
the server capacity (assuming that the server has the 
hardware and software necessary to support multiple 
simultaneous requests).

The IEEE 802.1Q standard (informally referred to as 
dot1q) was designed to allow multiple devices to work 
together to create a virtual LAN. Using this standard, it is 
also possible for a switch to be shared by multiple VLANs. 
To track this VLAN traffic, the 802.1Q standard defines 
a tag (a 4-byte field) that the switch inserts into each 
frame’s header coming from a port assigned to a VLAN. 
That tag tells the switch which other ports the frame 
could be broadcast to. As the frame travels across mul-
tiple switches, other switches can also read the tag and 
limit traffic according to which ports have matching tags. 

Only switches that support VLAN tagging can be used 
to configure VLANs on a network. Many switches, called 
managed switches, allow for this level of configura-
tion. Unmanaged switches, however, are designed for 
plug-and-play simplicity and cannot be used to sup-
port VLANs. To aid with maintenance, most managed 
switches can have an IP address assigned to them, allow-
ing a network administrator to effect a VLAN change 
over the network. All the 802.1Q operations on a man-
aged switch can be performed remotely by a network 
administrator instead of sending a technician to a wir -
ing closet to move a workstation cable from one switch 
to another. Thus, a workstation can be moved from one 
VLAN to another with a simple software change. 

Link Aggregation
Sometimes one link does not provide enough bandwidth 
between a device and a switch for the traffic that crosses 
that link. Other times, a backup link might be required 
between a device and the switch. Link aggregation 

Link 
aggregation

group

Figure 5-13� Two switches treat these three physical links as one logical link
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interconnected. Is this a problem? Actually, a number of 
things can go wrong.

Imagine Workstation A connected to Switch 1 sends 
a frame to Workstation C connected to Switch 3, but 
Switch 1 has not yet seen Workstation C’s address and 
so the address is not listed in any lookup table. Because 
Switch 1 does not recognize the destination address, the 
frame is forwarded to all its ports except Workstation 
A’s port. The frame then arrives at Switch 2. Once again, 
the switch does not recognize the destination address, 
so the frame is forwarded to all its ports except Switch 
1’s port, and the frame arrives at Switch 3. Not recog-
nizing the destination address, the switch forwards the 
frame to all its other ports, which results in Switch 1 
receiving the same frame again; and, not recognizing the 
destination address, Switch 1 will forward the frame to 
its other ports, and so on and so on. 

Spanning Tree Algorithm
Many businesses and schools use multiple switches and 
VLANs to support users spread over a large geographic 
area. It is often desirable to interconnect these networks 
such that campus-wide intercommunication can occur. 
As you’ve already seen, these VLANs are configured and 
interconnected with switches. Consider the interconnec-
tion of switches as shown in Figure 5-15 as an example. 

Upon examining the network layout more closely, you 
might notice an interesting phenomenon: there is a cir -
cular connection from Switch 1 to Switch 2 to Switch 3 
and back to Switch 1. Why was this done? Perhaps the 
network engineers were trying to create a system in 
which there were at least two possible ways to get to 
most nodes on the network, in case of a component fail-
ure. Or perhaps that’s just the way the networks were 

Link
aggregation

NIC 1

NIC 2
Storage
server

Port 1

Port 2 Switch

Communicating
with the server’s

NIC 1

Communicating
with the server’s

NIC 2

Workstation 1

Workstation 2

Workstation 3

Figure 5-14� Link aggregation allows two workstations to communicate with a server at the  
same time

Workstation A

Workstation B

Workstation C

Switch 1 Switch 2

Switch 3

Figure 5-15� A circular interconnection of LANs and switches
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Step 3—Each connection designated as an RP on one 
end is marked as a DP (designated port) on the 
other end of the connection so downstream 
messages from the root switch can be forward-
ed throughout the network to all connected 
switches. 

Step 4—The ports that remain without either an RP 
designation or a DP designation are blocked. 
This means the internal forwarding tables are 
updated so data is not directly passed between, 
say, Switch 2 and Switch 3. 

Although STP works well, there is one disadvantage: it 
can take between 30 and 50 seconds to recompute the 
spanning tree algorithm if a network failure or a topol-
ogy change occurs. To fix this problem, the RSTP (Rapid 
Spanning Tree Protocol) was first issued in 2001 in 
IEEE’s 802.1w standard, which can recompute the span-
ning tree algorithm in milliseconds. A similar protocol, 
SPB (Shortest Path Bridging), defined by IEEE’s 802.1aq 
standard, increases network performance by keeping all 
potential paths active and managing traffic across those 
paths to prevent loops. Additionally, many vendors have 
developed their own, proprietary versions of STP.

Quality of Service
One final element that is supported by LAN switches 
is QoS (quality of service). When LANs were created, 
all frames were essentially created equal. The protocol 
was often called a first-come, first-served protocol. It 
didn’t matter if the network was delivering a low-priority 
email or was part of a high-priority video stream. Each 
device (and frame) competed with the other devices 

At the same time, with the initial broadcast, the frame 
also traveled directly from Switch 1 to Switch 3, then 
from Switch 3 to Switch 2, and then back to Switch 1 
from Switch 2, creating an endless loop with the frame 
traveling in both directions around the circle.

How can you stop this cycle of frame passing? It can 
be interrupted by simply breaking the circular inter -
connection of LANs and switches. You don’t want to 
physically break the circular interconnection because 
there may be a reason for such an interconnection 
strategy. Instead, you can program the switches to 
locate circular interconnections and then prevent the 
looping transmissions by modifying the forwarding 
tables. 

STP (Spanning Tree Protocol), originally defined by IEEE 
802.1D, manages the traffic across redundant connec-
tions between switches. The protocol essentially con-
sists of four steps: 

Step 1—A root switch is designated (see Figure 5-16). 
Typically, the switch with the lowest-numbered 
MAC address becomes the root switch by 
default.

Step 2—Each switch must identify the port/connection 
that leads back to the root switch with the 
highest speed (such as 1 Gbps) in the fewest 
number of hops. To do this, the root switch be-
gins a message trail from each of its ports that 
counts each hop from one switch to the next 
and also takes into consideration the speed 
of each connection. Each switch examines the 
message trail entering each of its ports and 
marks the best scoring port as the RP (root 
port). 

Workstation A

Workstation B

Workstation C

Switch 1

Root switch
DP

Blocked

RP

RP

DP Switch 2

Switch 3

Figure 5-16� Network interconnection indicating root switch, root ports, designated 
ports, and removed connections
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❯� IEEE created the 802.1p standard that added a 
three-bit PCP (Priority Code Point) field to the 
header of an Ethernet frame specifying one of eight 
different values, where each represents a different 
class of service or priority level.

Self-check
5.	 Which device shrinks collision domains within 

a LAN?

a.	 Switch

b.	 Hub

c.	 Router

d.	 Workstation

6.	 What configuration on a switch could be used 
to prevent some connected devices from using 
a network printer?

a.	 MAC address table

b.	 RSTP

c.	 Link aggregation

d.	 VLAN

7.	 A message’s header contains a 3 in the PCP 
field. How high of a priority is this message?

a.	 Extremely high priority

b.	 Moderately high priority

c.	 Moderately low priority

d.	 Best effort only

Check your answers at the end of this chapter.

Section 5-4: Wired LANs
Ethernet was the first commercially available LAN 
system and remains, without a doubt, the most popular 
wired LAN system today. Because Ethernet is so popular 
and has been around the longest, it has evolved into 
several forms. To avoid mass mayhem, IEEE created a set 
of individual standards specifically for Ethernet LANs, 
all under the category of 802.3. Let’s examine some of 
the different 802.3 protocols in a little more detail. For 
your reference, the 802.3 standards to be discussed are 
summarized later in Table 5-1.

Ethernet Standards
Ethernet standards vary depending upon the underlying 
physical cabling being used. For example, fiber cable 
supports higher speeds at longer distances than copper 

(and frames) for transmission over the medium. In the 
mid-1990s, IEEE created the 802.1p standard that adds a 
three-bit PCP (Priority Code Point) field to the header of 
an Ethernet frame by participating devices. This three-
bit PCP field can specify eight different values, where 
each represents a different class of service or priority 
level. By default, all traffic is given a PCP value of 0 for 
“best effort.” Level 1 is the lowest priority traffic above 
this default, and Level 7 is the highest priority traffic. 
How the system uses these PCP values is not defined by 
the standard and is left up to network personnel.

All Things Considered

Thought Experiment

Using the Internet or other external sources, collect 
literature on an Ethernet switch. What are the 
specifications (such as port speeds, number of ports, 
cable types supported, backplane speed, etc.) of the 
switch?

Remember this…
❯� A switch uses addresses and processing power 
to direct a frame out of only a specific port, thus 
reducing the amount of traffic on the network.

❯� As a frame of data enters the switch, the switch 
examines the destination address stored within the 
frame. This frame address, called a MAC (medium 
access control) address, is a 48-bit address 
assigned to a NIC when the NIC is manufactured.

❯� A VLAN (virtual LAN) is a logical subgroup within 
a LAN created via switches and software rather 
than by manually moving wiring from one network 
device to another. VLANs enhance security by seg-
menting the network according to which computers 
should be able to communicate with each other, 
regardless of which switch each workstation is con-
nected to.

❯� Link aggregation combines two or more data paths, 
or links, into one higher-speed link. It can provide 
a backup link in the event of a primary link fail-
ure, or it can be used to allow multiple parallel 
links to a server, thereby increasing the server’s 
performance.

❯� STP (Spanning Tree Protocol), originally defined by 
IEEE 802.1D, manages the traffic across redundant 
connections between switches.
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159Section 5-4: Wired LANs

Ethernet 802.3u protocol. The 100-Mbps Ethernet stan-
dards are called Fast Ethernet to distinguish them from 
the 10-Mbps standards. The two most popular of these 
standards were as follows:

❯� 100Base-TX was designed to support 100-Mbps 
baseband signals using two pairs of Category 5 
unshielded twisted pair. Like its 10Base-T coun-
terpart, 100Base-TX was designed for 100-meter 
segments. 

❯� 100Base-FX was created for fiber-optic systems. 
It can support 100-Mbps baseband signals using 
fiber-optic cable and for much greater distances: 
1000 meters.

The next set of Ethernet standards to be developed was 
based on 1000-Mbps transmission speeds, or 1 gigabit  
(1 billion bits) per second, written as 1 Gbps. These 
standards (IEEE 802.3ab for copper cables and 802.3z for 
fiber) define Gigabit Ethernet, which is still a popular 
technology for high-speed LANs today. The most popu-
lar Gigabit Ethernet standards include the following: 

❯� The first gigabit standard—1000Base-SX—supports 
the interconnection of relatively close clusters of 
workstations and other devices using multimode 
fiber-optic cables over short distances. 

❯� 1000Base-LX is designed for longer-distance 
cabling within a building and uses either single-
mode fiber-optic cables or multimode fiber. 

❯� A more recent and popular standard, termed simply 
1000Base-T, can use Cat 5 or better copper cable 
(although Cat 5e or better cable is preferred). More 
precisely, 1000Base-T incorporates advanced mul-
tilevel signaling to transmit data over four pairs of 
twisted-pair copper cable.

A slightly more recent Ethernet standard is 10-Gbps Eth-
ernet. The initial 10-Gbps Ethernet standard (transfer -
ring at a rate of 10 billion bits per second) was approved 
by IEEE in July 2002. This standard is also known as IEEE 
802.3ae, 10G Ethernet, or 10-Gig Ethernet. The original 
10-Gbps standard has already morphed into multiple 
secondary standards, such as 10GBase-SR for short-
range cabling and 10GBase-LR for long-reach cabling. 
Most of these secondary standards involve fiber-optic 
cable as the medium for both short and medium dis-
tances. However, some copper-based standards have 
also emerged. 

One such copper standard, 10GBase-T (IEEE 802.3an), 
uses Cat 6a or better twisted pair cabling to allow trans-
mission distances up to 100 meters (although lower 

twisted pair cabling. Some fiber cable is designed to 
maximize distance while other fiber cable is designed 
to maximize bandwidth. Similarly, cabling technologies 
have evolved over the years. For example, Cat 
(Category) 3 twisted pair cable is not nearly as capable 
of higher speeds and longer distances as is Cat 6 twisted 
pair cable.

Note
For a quick review of the various types and categories 
of fiber and copper cable, return to Chapter 2. Note 
that many of the Ethernet standards described below 
are supported by Cat 5e or better twisted pair cabling. 
Cat 5e is still a popular cable choice for residential 
and small office use because it is so inexpensive. 
However, newer categories of twisted pair (such as Cat 
6) offer other benefits beyond the supported Ethernet 
standard. Very few new cabling installations for high-
speed LANs, such as office buildings, would use Cat 
5e or even Cat 6 cables today because the newer 
cable categories are much better.

Each of these cables can be used to support a variety of 
common Ethernet standards, each of which is a data link 
layer protocol to define the way signals are transmitted 
across a medium. Thinking back to the OSI model intro-
duced in Chapter 1, the particular cable you’re using is 
layer 1 (the physical layer) while the particular Ethernet 
standard you’re using is layer 2 (the data link layer).

An early and extremely popular 802.3 standard was 
10Base-T. A 10Base-T system transmits 10-Mbps base-
band (digital) signals over twisted pair cable for a maxi-
mum of 100 meters per segment length. (Note that these 
standards are based on the metric system.) Let’s break 
down the significance of each piece of information indi-
cated in the standard’s name: 

❯� The term “Base” is an abbreviation for baseband 
signals, which are digital signals. 

❯� The “10” of 10Base-T represents a 10-Mbps trans-
mission speed.

❯� The “T” refers to the twisted pair cabling. 

When 10-Mbps Ethernet was first available, it was a fast 
protocol for many types of applications. Businesses, 
schools, and homes used 10Base-T for their LANs. As in 
most computer-based technologies, however, it was not 
fast enough for very long. In response to the demand 
for faster Ethernet systems, IEEE created the 100-Mbps 
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camera that transfers its signal first over Ethernet and 
then over the Internet. Normally, you would install the 
camera and then install both an Ethernet connection and 
an electrical connection. With PoE, you can send electri-
cal power over the Ethernet cable, which can be used 
to power the camera. Although this sounds promising, 
one drawback is the capability to provide the Ethernet 
switch with enough power so that the power can then be 
distributed over Ethernet lines to various devices.

category cables can be used for shorter distances). 
The development of this standard, while not relevant 
in many network environments, supports further devel-
opment of 2.5GBase-T and 5GBase-T products (IEEE 
802.3bz) using Cat 5e or better cabling. These technol-
ogies support high-speed demands from virtual reality, 
gaming, and teleconferencing applications.

Beyond the 10-gigabit threshold, standards for 
25GBase-T, 40GBase-T, and even 100GBase-T also exist, 
although they’re much less commonly implemented. 
These speeds are sometimes needed in data centers 
to span connections between backbone routers or 
switches, or to connect a SAN (storage area network) to 
the rest of the company’s network. Cat 7 cabling can sup-
port these speeds at very short distances, and Cat 8 is 
preferred. For these short distance connections, you can 
see that newer copper cables rival fiber cable speeds. 

Table 5-1 summarizes the various Ethernet standards 
just introduced. The table includes maximum transmis-
sion speed, cable type, and maximum segment length 
without a repeater. Note that special connectors are 
required to reach the higher speeds.

One additional improvement to Ethernet is PoE (Power 
over Ethernet), defined by IEEE standard 802.3af. Sup-
pose you want to place a NIC in a device, but you do not 
want to or cannot connect the device to an electrical 
source. For example, you want to install a surveillance 

Table 5-1� Summary of Ethernet Standards

Ethernet Standard Maximum Transmission Speed Cable Type Maximum Segment Length

10Base-T 10 Mbps Twisted pair 100 meters

100Base-TX 100 Mbps 2-pair Category 5 or higher unshielded 
twisted pair

100 meters

100Base-FX 100 Mbps Fiber optic 1000 meters

1000Base-T 1000 Mbps Twisted pair—four pairs 100 meters

1000Base-SX 1000 Mbps Fiber optic 300 meters

1000Base-LX 1000 Mbps Fiber optic 100 meters

2.5GBase-T 2.5 Gbps Cat 5e or higher 100 meters

5GBase-T 5 Gbps Cat 6 or higher 100 meters

10GBase-T 10 Gbps Cat 6a or higher (Cat 7 is preferred) 55–100 meters

10GBase-R 10 Gbps Fiber optic Various lengths

25GBase-T 25 Gbps Cat 7 or higher (Cat 8 is preferred) 30 meters

25GBase-R 25 Gbps Fiber optic Various lengths

40GBase-T 40 Gbps Cat 7a or higher (Cat 8 is preferred) 30 meters

40GBase-R 40 Gbps Fiber optic Various lengths

100GBase-T 100 Gbps Cat 7a or higher (Cat 8 is preferred) 15 meters

100GBase-R 100 Gbps Fiber optic Various lengths

All Things Considered

Thought Experiment

Find the IEEE (or other) website and report on 
the latest advances in the 802 standards. Do any 
additional standards exist for >100-Gbps Ethernet 
or wireless LANs? Are there any new proposals for 
systems not mentioned in this chapter? Explain what 
you find.

Wired Ethernet Frame Format
When ISO created the OSI model in the 1970s, LANs were 
just beginning to appear. To better support the unique 
nature of LANs and to create a set of industry-wide stan-
dards, IEEE produced a series of protocols under the 
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161Section 5-4: Wired LANs

use the Ethernet II standard, which defines the frame 
format shown in Figure 5-18. 

The following list describes each field in Figure 5-18:

❯� The preamble and SFD (start frame delimiter) fields 
combine to form an 8-byte flag that the receiver 
locks onto for proper synchronization. 

❯� The destination address and source address 
are the 6-byte MAC addresses of the receiv-
ing device’s NIC and the sending device’s NIC, 
respectively. 

❯� The EtherType field identifies the protocol used at 
the next layer up, such as IPv4 or IPv6. 

❯� The data field contains the frame’s payload and 
must be between 46 bytes and 1,500 bytes long. 
The minimum size frame that any station can 
transmit is 64 bytes long. Frames shorter than 64 
bytes are considered runts, or frame fragments, 
that resulted from a collision (in the earlier non-
switched LANs) or some other error, and these 
are automatically discarded. Thus, if a work-
station attempts to transmit a frame in which 
the data field is very short, padding is added to 
ensure that the overall frame length equals at 
least 64 bytes. 

number 802 (some of which you have already encoun-
tered in this text). One of the first things the IEEE 802 
protocols did was to split the data link layer into two 
sublayers: the logical link control sublayer and the 
medium access control sublayer (see Figure 5-17). 

The LLC (logical link control) sublayer is the upper por -
tion of the data link layer (i.e., these fields are deeper 
into the packet, closer to the payload). Recall from 
Chapter 4 that protocols at various layers add headers 
with information relevant to that layer’s protocols—this 
process is called encapsulation. It identifies the type of 
message included in the payload—this is the only LLC 
sublayer function in an Ethernet II frame—and handles 
multiplexing, flow and error control, and reliability (all 
of which requires other types of Ethernet frames).

The MAC (medium access control) sublayer is the lower 
portion of the data link layer (meaning the Ethernet 
fields related to the MAC sublayer are located closer to 
the outside of the frame). The MAC sublayer includes 
fields in the Ethernet header that identify the destina -
tion and source MAC addresses. It also provides the 
checksum in the frame’s trailer. 

The MAC sublayer defines the layout or format of the 
frame. There are several frame formats depending on 
the type of LAN. TCP/IP networks (such as the Internet) 

Application layer
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Transport layer

Network layer

Data link layer

Physical layer

Original
OSI

model

Physical layer

Medium access control sublayer

Logical link control sublayer

Network layer

New
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.

.

.

.

Figure 5-17� Modification of OSI model to split data link layer into two 
sublayers
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Figure 5-18� Ethernet II frame format
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162 Chapter 5 Wired and Wireless Local Area Networks 

Remember this…
❯� Ethernet standards vary depending upon the 
underlying physical cabling being used. For exam-
ple, fiber cable supports higher speeds at longer 

❯� A checksum field in the trailer, which is not shown 
in the figure, is a 4-byte FCS (frame check sequence) 
calculated based on the CRC (cyclic redundancy 
check) algorithm. 

In total, an Ethernet II frame (not counting the Pream-
ble and SFD) is at least 64 bytes and no more than 1,518 
bytes. Furthermore, additional fields can be added to 
this header as needed. For example, Figure 5-19 shows 
where the VLAN tag is inserted between the Source 
address field and EtherType field to track 802.1Q infor -
mation as a message traverses a network.

This discussion of LAN technology first covered an 
historical progression of network topologies: bus, star-
wired bus, and star. Then you learned about switches 
and the improvements these devices offer a LAN over 
older technologies. And now you’ve read about Ethernet 
standards that determine the way messages are trans-
mitted at the data link layer over wired connections. 
Let’s conclude this chapter with an examination of how 
these networking principles must adapt to wireless net-
working environments.

Data plus padding

EtherType

EtherType

Data plus padding

Preamble
and SFD
8 bytes

46 to 1500 bytes2
bytes

Destination
address
6 bytes

FCS
4 bytes

Source
address
6 bytes

Preamble
and SFD
8 bytes

46 to 1500 bytes2
bytes

Destination
address
6 bytes

FCS
4 bytes

Source
address
6 bytes

802.1Q
tag
4 bytes

Figure 5-19� The 802.1Q VLAN tag is inserted after the Source field

All Things Considered

Thought Experiment

You are working for a company that is composed of 
three departments: general support, marketing, and 
sales. General support occupies the first floor, while 
marketing and sales are on the second floor. General 

support has 28 workstations, marketing has 10 worksta-
tions, and sales has 30 workstations. Some applications 
require that data be transferred between departments, 
but generally each department has its own applica-
tions. Everyone needs access to the Internet, the com-
pany internal Internet (intranet), and email. 

Design a LAN solution for this company. Show the 
locations of all workstations and interconnecting 
devices, such as switches and routers, if any are used.

Also show the connection that provides Internet 
access. What type of LAN wiring would you recom-
mend? What type of LAN topology and protocols 
would you recommend? Draw a floor plan for each 
floor. If possible, show both floor plans on one page.

Use the following assumptions:

a.  Available switches have a maximum of 24 ports.
b. � Some software applications and large data sets 

reside on departmental servers.
c.  To support email, a server is needed.
d. � To support the company intranet, a server is 

needed.
e. � The company does not have an unlimited budget 

but is willing to invest in quality technology.
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163Section 5-5: Wireless LANs

devices, handheld devices such as smartphones and 
tablets, and access points. On the other end of these 
access points (whose details will be examined shortly) 
is the wired LAN. The wired portion contains the usual 
Cat 5e or better wiring along with various combinations 
of switches, routers, and servers.

Clearly, one of the strongest advantages of a wireless 
LAN is that no cabling is necessary for the user’s device 
to communicate with the network. This makes a wireless 
LAN a perfect solution for many applications. Consider 
an environment in which it is simply not possible to run 
cabling, such as in the middle of a warehouse or on the 
floor of a stock exchange. Wireless LANs also work well 
in historic buildings, or buildings with thick concrete or 
marble walls, where drilling holes through walls, ceil-
ings, or floors is undesirable or difficult. 

Many business offices have incorporated wireless 
LANs for other reasons as well. Suppose an employee 
is sitting in their cubicle working on their laptop over 
a wireless connection. Suddenly, the employee is called 
into a meeting. They pick up the laptop, walk into the 
meeting room, and continue work over the wireless 
connection. Likewise, most college and high-school 
campuses have wireless LANs so students can access 
network operations while sitting in class, working in 
the library, or enjoying a beautiful day on the quad. 
The most relevant question in this discussion, how-
ever, is: How do wireless devices decide which device 
gets to transmit next?

Wireless CSMA/CA
The contention-based medium access control protocol 
that supports wireless LANs has two interesting dif-
ferences from the older CSMA/CD protocol found on 
older wired LANs. First, there is no collision detection. 
In other words, the transmitter does not listen during 
its transmission to hear if there was a collision with 
another signal somewhere on the network. Three rea-
sons for this are:

❯� The cost of producing a wireless transmitter that 
can transmit and listen at the same time.

❯� The fact that there is no wire on which to listen to 
an increase in voltage (the collision of two signals).

❯� The fact that, if two workstations are so far apart 
that they cannot hear each other’s transmission 
signal, then they will not hear a collision (this is 
called the hidden node problem or hidden station 
problem). 

distances than does copper twisted pair cabling. 
And yet, some fiber cable is designed to maximize 
distance while other fiber cable is designed to max-
imize bandwidth.

❯� The most popular Gigabit Ethernet standards 
include 1000Base-T, 1000Base-SX, and 1000Base-LX.

❯� The LLC (logical link control) sublayer identifies the 
type of message included in the payload (this is the 
only LLC sublayer function in an Ethernet II frame) 
and handles multiplexing, flow and error control, 
and reliability (all of which requires other types 
of Ethernet frames). The MAC (medium access 
control) sublayer includes fields in the Ethernet 
header that identify the destination and source 
MAC addresses. It also provides the checksum in 
the frame’s trailer. 

Self-check
8.	 What is the minimum preferred category of 

twisted pair cable required for Gigabit Ethernet 
up to 100 meters?

a.	 Cat 5e

b.	 Cat 6

c.	 Cat 6a

d.	 Cat 5

9.	 Which OSI sublayer provides the destination 
device’s physical address?

a.	 LLC

b.	 Physical

c.	 MAC

d.	 Data link

Check your answers at the end of this chapter.

Section 5-5: Wireless LANs
Now that you’ve read about the various Ethernet stan-
dards for wired networks, you’re ready to turn your 
attention to the underlying medium access control tech-
nique that allows a wireless device to communicate with 
a wireless access point. You could argue that a wireless 
LAN is essentially a star topology because the wireless 
workstations typically radiate around and transmit data 
to the access point. Note that most wireless LANs are 
actually a combination of wireless and wired technolo-
gies. The wireless portion connects laptops, desktop 
computers, wireless printers and game stations, IoT 
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164 Chapter 5 Wired and Wireless Local Area Networks 

Step 6—As shown in the �owchart in Figure 5-20, the 
device waits for an ACK (acknowledgment) that 
the frame was received properly. 

Step 7—If anything goes wrong, the device increments 
its back-off counter by 1, checks to make sure 
it hasn’t backed off too many times, and if not, 
tries the whole procedure over again.

There is one additional technique used to avoid col-
lisions during this entire procedure. If some device 
wishes to transmit a frame, but it has just heard a CTS 
come from the access point, then it knows another 
device has beat it to the punch. When the device sees 
this CTS, it simply backs off and waits the approximate 
time necessary for the device that beat it to complete 
its transmission. This once again reduces the chance of 
two or more devices trying to transmit at the same time.

CSMA/CA Frame Format
To examine a final piece of information regarding wire-
less LANs, let’s look at the format of the frame that is 
sent between devices within the wireless portion of the 
network. There are some interesting things going on 
here that are worth closer examination. The basic for -
mat for a CSMA/CA frame is shown in Figure 5-21 and 
described next: 

❯� The Frame Control field holds information for 
controlling transmission. 

❯� The Duration field indicates the anticipated 
duration of the transmission. Other devices use this 
information to determine how long to wait before 
attempting their own transmission. 

❯� Notice that there are four address fields (recall 
standard Ethernet has only two). Why would 
wireless Ethernet need four? Besides the usual 
source and destination addresses, there are also 
two possible access point addresses. For example, 
if a device (the source address) sends its message 
to an access point (the second address) and then 
from there to a second access point (the third 
address) and finally to a destination device (the 
fourth address), then four addresses are necessary. 
This would be an example of a network with 
multiple Basic Service Sets (BSSs). If only one BSS is 
involved, then only three addresses of the four are 
used: destination, source, and access point. 

❯� Sequence Control defines the sequence number of 
the current frame.

Instead, the algorithm of the protocol supporting wire-
less LANs limits when a workstation can transmit in an 
attempt to reduce the number of collisions. The algo -
rithm that tries to avoid collisions is called CSMA/CA 
(carrier sense multiple access with collision avoidance), 
and unlike CSMA/CD, it is still used on today’s LANs.

How does the algorithm limit when a workstation can 
transmit? Part of that answer is tied to the second 
interesting difference: priority levels. To provide a cer -
tain level of priority to the order of transmission, the 
CSMA/CA algorithm functions according to the follow-
ing rule: If a client wishes to transmit and the medium 
is idle, the device is not allowed to transmit immedi-
ately. Instead, the device is made to wait for a small 
period of time called the IFS (interframe space). If the 
medium is still idle after this time, the device is then 
allowed to transmit. How does the IFS provide priority 
ranking? There are different IFS times that can be used. 
Check the flowchart in Figure 5-20 to follow along with 
this discussion.

Step 1—A device wants to transmit to an access point 
and if a device cannot transmit, it has to back 
off and wait. There is a limit to how many times 
a device will back off. To determine if this limit 
has been met, the device will use a back-off 
counter. Thus, to start, the device sets its back-
off counter to 0 and then listens to the medium 
to see if anyone else is transmitting. 

Step 2—If the medium is initially busy, the device simply 
continues to listen to the medium. Some soft-
ware will have the device try again later after 
a random amount of time. When the medium 
becomes idle, the client doesn’t transmit 
immediately but delays for the DIFS (differen-
tial interframe space). This procedure helps 
prevent clients from transmitting at the same 
instant the medium becomes idle, which would 
cause a collision. 

Step 3—If the medium is still idle after the DIFS, the 
client sends an RTS (Request to Send) to the 
access point and sets a timer. Hopefully, a CTS 
(Clear to Send) will be received from the access 
point before the timer times out. 

Step 4—If a CTS is received in time, the device once 
again waits an IFS, but this time it is a shorter 
IFS such as an SIFS (Short Interframe Space) or 
an RIFS (Reduced Interframe Space). 

Step 5—After the SIFS or RIFS, the device �nally trans-
mits the frame. 
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Figure 5-20� Flowchart showing the algorithm for CSMA/CA
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Figure 5-21� The various fields of the CSMA/CA frame
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166 Chapter 5 Wired and Wireless Local Area Networks 

somewhere on the network. Instead, the proto-
col limits when a workstation can transmit in an 
attempt to reduce the number of collisions.

❯� Interesting fields in the CSMA/CA frame include 
the Duration field, which indicates the anticipated 
duration of the transmission, and the four address 
fields, which allow for two possible access point 
addresses.

Self-check
10.	 Which of the following would a wireless client 

send on a wireless network?

a.	 DIFS

b.	 RTS

c.	 CTS

d.	 SIFS

11.	 Which field in the wireless Ethernet frame is of 
most interest to other wireless clients on the 
network?

a.	 Sequence Control

b.	 Frame Control

c.	 Source Address

d.	 Duration

Check your answers at the end of this chapter.

❯� The payload can be between 0 and 2312 bytes in 
length. 

❯� The Frame Check Sequence is a 32-bit cyclic redun-
dancy checksum. 

All Things Considered

Thought Experiment

Create a map of your company or school’s LAN. Are 
there any switches? If so, where are the switches 
located? Are there any routers? Show where these 
are located. What about access points? Identify these 
as well.

In this chapter, you explored the way messages are for -
matted to be transmitted across a LAN’s wired and wire-
less connections. In the next chapter, you’ll learn about 
the systems, services, and software that support LANs. 

Remember this…
❯� Unlike CSMA/CD, the contention-based medium 
access control protocol that supports wireless 
LANs does not listen during its transmission to 
hear if there was a collision with another signal 

Summary

Section 5-1: Using LANs

❯� LANs provide access to hardware and software 
resources that will support users’ access to the Inter-
net; access to files, databases, and applications; print 
services; email services; process control and monitor-
ing; and distributed processing.

❯� It is common to interconnect one LAN to another 
LAN using special configurations on a switch. Equally 
common is the interconnection of a LAN to a WAN via 
a router.

❯� A LAN can be an effective tool in many environments, 
including offices, schools, and assembly lines.

❯� The primary advantages of a LAN include shared 
hardware and software resources, interconnectivity 
with networked devices and the Internet, flexibility 

in system evolution, compatibility between mixed 
hardware, high transfer rates and low error rates, and 
privacy and autonomy.

❯� Some companies lease LAN equipment and computer 
workstations, hire a third party to support their net-
works, or outsource some of their LAN services to the 
cloud.

❯� The challenges of maintaining a LAN include the 
expense of purchasing and maintaining equipment 
and software, compatibility challenges between net-
work resources, management of user licenses, the 
time commitment for securing the LAN, and the con-
stant need to monitor the LAN for performance issues 
or plan for the ripple effects of changes to the LAN.

04406_ch05_ptg01_141-174.indd   166 12/31/21   4:17 PM

Copyright 2023 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



167Summary

Section 5-2: Evolution of LAN Technologies

❯� A network’s topology refers to the way networked 
devices and their connections are organized.

❯� A bus LAN essentially consisted of a cable, or bus, to 
which all devices were attached. Any data transmitted 
on the bus was received by all devices connected to 
the bus.

❯� The star-wired bus topology logically acted as a bus 
with signals moving along a pre-defined path, but it 
physically looked like a star. The logical design of a 
network determines how data moves around the net-
work from workstation to workstation. The physical 
design refers to the pattern formed by the locations 
of the physical elements of the network, as it would 
appear if drawn on a sheet of paper.

❯� The most popular contention-based protocol for wired 
LANs was CSMA/CD (carrier sense multiple access 
with collision detection). It used collision detection to 
sense when access could be granted to one of multiple 
devices. All devices connected to a hub were part of 
the same collision domain.

❯� A modern-day star topology uses a more advanced 
central connection device called a switch, and both 
the physical and logical topologies are star shaped. 
Physically, each workstation connects directly to the 
central switch. And logically, each workstation com-
municates directly with the central switch, which then 
intelligently forwards messages to the port connecting 
the destination device rather than broadcasting mes-
sages out of every port.

Section 5-3: Switches

❯� A switch uses addresses and processing power to 
direct a frame out of only a specific port, thus reduc-
ing the amount of traffic on the network.

❯� As a frame of data enters the switch, the switch exam-
ines the destination address stored within the frame. 
This frame address, called a MAC (medium access 
control) address, is a 48-bit address assigned to a NIC 
when the NIC is manufactured.

❯� A VLAN (virtual LAN) is a logical subgroup within a 
LAN created via switches and software rather than by 
manually moving wiring from one network device to 
another. VLANs enhance security by segmenting the 
network according to which computers should be able 
to communicate with each other, regardless of which 
switch each workstation is connected to.

❯� Link aggregation combines two or more data paths, 
or links, into one higher-speed link. It can provide a 
backup link in the event of a primary link failure, or it 
can be used to allow multiple parallel links to a server, 
thereby increasing the server’s performance.

❯� STP (Spanning Tree Protocol), originally defined by 
IEEE 802.1D, manages the traffic across redundant 
connections between switches.

❯� IEEE created the 802.1p standard that added a three-
bit PCP (Priority Code Point) field to the header of an 
Ethernet frame specifying one of eight different values, 
where each represents a different class of service or 
priority level.

Section 5-4: Wired LANs

❯� Ethernet standards vary depending upon the under-
lying physical cabling being used. For example, fiber 
cable supports higher speeds at longer distances than 
does copper twisted pair cabling. And yet, some fiber 
cable is designed to maximize distance while other 
fiber cable is designed to maximize bandwidth.

❯� The most popular Gigabit Ethernet standards include 
1000Base-T, 1000Base-SX, and 1000Base-LX.

❯� The LLC (logical link control) sublayer identifies the 
type of message included in the payload (this is the 
only LLC sublayer function in an Ethernet II frame) 
and handles multiplexing, flow and error control, 
and reliability (all of which requires other types of 
Ethernet frames). The MAC (medium access control) 
sublayer includes fields in the Ethernet header that 
identify the destination and source MAC addresses. It 
also provides the checksum in the frame’s trailer. 
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Section 5-5: Wireless LANs

❯� Unlike CSMA/CD, the contention-based medium 
access control protocol that supports wireless LANs 
does not listen during its transmission to hear if 
there was a collision with another signal somewhere 
on the network. Instead, the protocol limits when a 

workstation can transmit in an attempt to reduce the 
number of collisions.

❯� Interesting fields in the CSMA/CA frame include the 
Duration field, which indicates the anticipated dura-
tion of the transmission, and the four address fields, 
which allow for two possible access point addresses.

Key Terms

1000Base-LX

1000Base-SX

1000Base-T

100Base-FX

100Base-TX

10Base-T

10GBase-T

10-Gbps Ethernet

802.1Q

backplane

broadcast domain

bus topology

collision

collision domain

contention-based protocol

CSMA/CA (carrier sense multiple 
access with collision avoidance)

CSMA/CD (carrier sense multiple 
access with collision detection)

Ethernet

Fast Ethernet

Gigabit Ethernet

hot swappable

hub

IFS (interframe space)

link aggregation

LLC (logical link control) sublayer

logical topology

MAC (medium access control) 
address

MAC (medium access control) 
sublayer

MAC address table

managed switch

medium access control protocol

NIC (network interface card)

physical topology

PoE (Power over Ethernet)

QoS (quality of service)

runt

star topology

star-wired bus topology

STP (Spanning Tree Protocol)

topology

unmanaged switch

VLAN (virtual LAN

For definitions of key terms, see the Glossary near the end of the book.

Review Questions

1.	 Your new laptop just arrived, and you need to 
connect it to the manufacturer’s website for some 
updates. What kind of network will you directly 
connect to your laptop so you can access this 
information?

a.	 PAN

b.	 MAN

c.	 WAN

d.	 LAN

2.	 Which of the following is both an advantage and 
a disadvantage for a company deploying its own 
LAN?

a.	 Equipment is owned and maintained by the 
company that uses the LAN.

b.	 The network configuration is adaptable over 
time as needs change.

c.	 Licenses must account for the number of 
users on the LAN.

d.	 LANs support data transfer rates up to 10 
Gbps or more.
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9.	 You need to provide a secure segment of your net-
work for executives at your company. Which stan-
dard will allow you to meet this goal?

a.	 802.1D

b.	 802.1Q

c.	 802.1AX

d.	 802.1p

10.	 What is accomplished by upgrading a network from 
hubs to switches?

a.	 Combines data paths into one higher-speed 
link

b.	 Segments broadcast domains

c.	 Interconnects devices

d.	 Segments collision domains

11.	 Which LAN topology uses a logical topology that is 
different than the physical topology?

a.	 Star-wired bus topology

b.	 Mesh topology

c.	 Star topology

d.	 Bus topology

12.	 You’re connecting a web server to your network 
that will need to handle high volumes of traffic. 
Which standard is best to help you increase the 
bandwidth available to the server?

a.	 802.3af

b.	 802.1Q

c.	 802.1AX

d.	 802.3u

13.	 You’re installing an email server that should be 
accessible by all employees on the internal net-
work. Which network device is the best option to 
connect your email server to?

a.	 Router

b.	 Another server

c.	 Workstation

d.	 Switch

14.	 Which field identifies the protocol encapsulated in 
the data link header’s payload?

a.	 Preamble

b.	 EtherType

c.	 Checksum

d.	 SFD

3.	 Which of the following is the most common topol-
ogy for today’s LANs?

a.	 Mesh

b.	 Star

c.	 Bus

d.	 Star-wired bus

4.	 Which contention-based protocol attempts to avoid 
collisions?

a.	 VLAN

b.	 STP

c.	 CSMA/CD

d.	 CSMA/CA

5.	 Which of these Ethernet standards functions on 
fiber-optic cable?

a.	 100Base-TX

b.	 1000Base-SX

c.	 10GBase-T

d.	 100GBase-T

6.	 You’re installing a wireless access point in an old 
building on a wall with no nearby power outlet. 
What Ethernet technology can you use to make this 
installation work anyway?

a.	 PoE

b.	 QoS

c.	 STP

d.	 VLAN

7.	 Suppose Workstation A wants to send the message 
“HELLO” to Workstation B. Both workstations are 
on an IEEE 802.3 LAN. For this example, suppose 
Workstation A has the binary address 1000, and 
Workstation B has the binary address 0111. Which 
of the following is the resulting MAC sublayer frame 
(in binary) that is transmitted?

a.	 0000 1111

b.	 0111 1000

c.	 1111 0000

d.	 1000 0111

8.	 Your wireless LAN device has just sent a request to 
send (RTS). What happens next?

a.	 The device waits during the DIFS.

b.	 The device sends a frame.

c.	 The device increments the back-off counter.

d.	 The device sets a timer.
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18.	 Which CSMA/CA transmission comes first?

a.	 RTS

b.	 ACK

c.	 CTS

d.	 Frame

19.	 Which of these devices encapsulates a message 
requesting a web page?

a.	 Router

b.	 Workstation

c.	 Server

d.	 Switch

20.	 Given the network in Figure 5-22, which labeled 
port would STP most likely block to eliminate a 
cyclic path?

a.	 Port A

b.	 Port B

c.	 Port C

d.	 Port D

15.	 Which spanning tree protocol keeps all potential 
paths active?

a.	 STP

b.	 RSTP

c.	 SPB

d.	 PCP

16.	 Which of the following is not a type of protocol that 
determines which device can transmit on a connec-
tion at any given time?

a.	 Medium access control protocol

b.	 Round-robin protocol

c.	 Link aggregation protocol

d.	 Contention-based protocol

17.	 What is the minimum preferred category of twisted 
pair cable required for 10-Gig Ethernet up to 100 
meters?

a.	 Cat 5e

b.	 Cat 6a

c.	 Cat 7

d.	 Cat 6

Switch 1
(root)

Switch 2

Switch 3

Switch 4

Port A

Port B

Port D

Port C

Figure 5-22� A hypothetical network with cyclic paths

Hands-On Project 5

Build a MAC Address Table in Packet Tracer
Estimated time: 	45 minutes

Resources:
❯� Computer with Cisco Packet Tracer installed

❯� Internet access

❯� Context:
In Project 2, you installed Packet Tracer and practiced interacting with the user interface. Earlier in this chapter, you 
learned about MAC address tables that switches use to track which device is connected to each of a switch’s ports. 
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In this project, you build a small network in Packet Tracer and observe changes to a switch’s MAC address table. 
Complete the following steps:

1.	 Open Packet Tracer and, if necessary, sign in with your Networking Academy account.

2.	 In the Devices pane, click Network Devices category and then click Switches. Add a PT-Switch to your work-
space. Give the switch a moment to boot.

3.	 Click Switch0 to open its configuration window. Click the CLI tab. This takes you to the CLI (command-line 
interface) for this switch where you can enter commands to interact with the switch. While Packet Tracer offers 
some options for configuring devices through their GUIs (graphical user interfaces), the tasks in this project 
can only be completed from the CLI.

4.	 Click at the bottom of the IOS Command Line Interface pane in the empty space below “Press RETURN to get 
started!” Press Enter to activate the CLI. By default, you begin in user EXEC command mode, which has the lowest 
level of privileges in a Cisco device. You can see what mode you’re in by looking at the prompt—user EXEC mode 
shows the prompt Switch>. To enter privileged EXEC mode, enter enable. The prompt changes to Switch#.

5.	 Now that you’re in privileged EXEC mode, you can check the switch’s current MAC address table. Enter show 
mac address-table. What entries are listed?

6.	 From the End Devices group in the Devices pane, add two PCs to your workspace. 

7.	 Click PC0. In PC0’s configuration window, click the Desktop tab and then click IP Configuration. In this project 
and most Packet Tracer projects in this course, you’ll set static IP addresses. Enter the following information 
and then close the configuration window (the information saves automatically):

		  IP address: 192.168.0.2

		  Subnet mask: 255.255.255.0

8.	 Repeat Step 7 for PC1 and enter the following information for PC1:

		  IP address: 192.168.0.3

		  Subnet mask: 255.255.255.0

9.	 It’s important to get in the habit of keeping good documentation as you work. In the toolbar above your work-
space, click the Place Note (N) tool. Click under each PC and document that device’s IP address and subnet 
mask, as shown in Figure 5-23. 

Place note
(N) tool

Figure 5-23� Use notes to document your network configurations
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10.	 Now you’re ready to connect your PCs to your switch. In the Devices pane, click Connections and then click 
the Copper Straight-Through cable, which is a thick, black line. Click PC0 and select its FastEthernet0 inter-
face. Then click Switch0 and select its FastEthernet0/1 interface. Repeat this process for PC1, connecting PC1’s 
FastEthernet0 interface to Switch0’s FastEthernet1/1 interface. Wait for all indicator lights to turn to green 
triangles.

11.	 Access Switch0’s CLI again. Click at the bottom of the CLI pane and press Enter. Check Switch0’s MAC address 
table. What entries are listed?

Recall that the switch must see traffic crossing its interfaces to collect MAC addresses for connected devices. To 
generate traffic, run a ping from PC0 to PC1. Complete the following steps:

12.	 Click PC0 and click the Desktop tab. Click Command Prompt. At the C:\> prompt, enter ping 192.168.0.3 
and wait for the ping to complete.

13.	 Return to Switch0’s CLI and check its MAC address table again. Take a screenshot of the output; submit this 
visual with your answers to this project’s questions.

A switch can only see network traffic that crosses its interfaces. It’s possible for traffic from multiple devices to enter 
a switch at a single switch port. In this case, the switch will record multiple MAC addresses for a single interface. 
Complete the following steps:

14.	 Add a second PT-Switch and a third PC.

15.	 Configure PC2 with the following information and create a note to document this configuration:

		  IP address: 192.168.0.4

		  Subnet mask: 255.255.255.0

16.	 In the Connections group, click the Fiber cable, which is the solid orange line. Click Switch0 and select its 
FastEthernet4/1 interface. Then click Switch1 and select its FastEthernet4/1 interface. 

17.	 Use a Copper Straight-Through cable to connect PC2’s FastEthernet0 interface to Switch1’s FastEthernet0/1 
interface. Wait for all indicator lights to turn to green triangles.

18.	 Check Switch0’s MAC address table again. What entries are listed? Given this information, which connected 
device is Switch0 currently aware of?

19.	 Sending a ping between PC2 and PC0 will inform Switch0 of three devices’ MAC addresses. Which devices do 
you expect Switch0 to know about after the ping?

20.	 From PC2, ping PC0 with the command ping 192.168.0.2. Did the ping work?

21.	 Return to Switch0’s CLI and check its MAC address table again. Take a screenshot of the output; submit this 
visual with your answers to this project’s questions. 

22.	 Examine the three devices listed in Switch0’s MAC address table and answer the following questions:

a.	 How many devices is Switch0 currently aware of?

b.	 Which two devices communicated across Switch0’s Fa4/1 interface?

23.	 Currently, PC1 is not showing in Switch0’s MAC address table. What can you do to make Switch0 aware of PC1?

24.	 When you’re finished, you can close Packet Tracer. You do not need to save this network. 
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173Reflection Discussion 5

Reflection Discussion 5

In this chapter, you read about the hidden node problem, also called the hidden station problem. Do some research 
online to understand this dilemma in more detail. And then answer the following questions:

❯� In your own words, how would you describe the hidden node problem to a layperson?

❯� What problematic symptoms would indicate your network is experiencing a hidden node problem?

❯� How can you fix this problem?

Go to the discussion forum in your school’s LMS (learning management system). Write a post of at least 100 words 
discussing your responses to the listed questions. Then respond to two of your classmates’ threads with posts of at 
least 50 words discussing their comments and ideas. Use complete sentences, and check your grammar and spelling. 
Try to ask open-ended questions that encourage discussion, and remember to respond to people who post on your 
thread. Use the rubric in Table 5-2 to help you understand what is expected of your work for this assignment.

Table 5-2� Grading rubric for Reflection Discussion 5

Task Novice Competent Proficient Earned
Initial post Generalized statements 

about the hidden node 
problem

30 points

Some specific statements with 
supporting evidence about 
the hidden node problem, 
including sufficient preventa-
tive measures

40 points

Self-reflective discussion with 
specific and thoughtful state-
ments and supporting evidence 
about the hidden node problem, 
a well-formed definition, clear 
symptoms, and identification 
of reasonable preventative 
measures

50 points

Initial post: 
Mechanics

• 	 Length < 100 words

• 	 Several grammar and 
spelling errors

5 points

• 	 Length = 100 words

• 	 Occasional grammar and 
spelling errors

7 points

• 	 Length > 100 words

• 	 Appropriate grammar and 
spelling

10 points

Response 1 Brief response showing lit-
tle engagement or critical 
thinking

5 points

Detailed response with 
specific contributions to the 
discussion

10 points

Thoughtful response with spe-
cific examples or details and 
open-ended questions that invite 
deeper discussion of the topic

15 points

Response 2 Brief response showing lit-
tle engagement or critical 
thinking

5 points

Detailed response with 
specific contributions to the 
discussion

10 points

Thoughtful response with spe-
cific examples or details and 
open-ended questions that invite 
deeper discussion of the topic

15 points

Both 
responses: 
Mechanics

• 	 Length < 50 words 
each

• 	 Several grammar and 
spelling errors

5 points

• 	 Length = 50 words each

• 	 Occasional grammar and 
spelling errors

7 points

• 	 Length > 50 words each

• 	 Appropriate grammar and 
spelling

10 points

Total
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Section 5-1: Using Local Area Networks

1.	 Data stored on the network and accessed by multi-
ple users is an example of __________.

Answer: a. files services

Explanation: A LAN performs file serving when it is con-
nected to a workstation with large storage disk drives 
that act as a central storage repository, or file server. 
Data can be stored on the file server, and the network 
provides access to those users who have the appropri-
ate permissions.

2.	 Which pair of devices would most likely not share 
the same LAN?

Answer: c. Web server and smartphone

Explanation: Most commonly, a web server is accessed 
by connecting with the Internet. A smartphone’s LAN 
provides the interface to the Internet where the web 
server is located on a different LAN.

Section 5-2: Evolution of LAN Technologies

3.	 Four computers (Computers A, B, C, and D) are 
connected to a hub. Computer A sends a message 
to Computer D. Which devices will receive the 
message?

Answer: c. Computers A, B, C, and D

Explanation: A hub is a nonintelligent device that simply 
and immediately retransmits all data it receives from any 
device out to all other devices connected to the hub.

4.	 An instructor lecturing to a classroom full of 
students is most analogous to which of the 
following?

Answer: d. Star topology

Explanation: In a star topology, all devices are centrally 
connected to a hub or switch. In the given analogy, all 
the students are listening directly to the instructor.

Section 5-3: Switches

5.	 Which device shrinks collision domains within a LAN?

Answer: a. Switch

Explanation: A switch segments each collision domain 
within a LAN so that only two devices exist on any 
collision domain, thus nearly eliminating the possibil-
ity of collisions occurring unless there’s an interface 
misconfiguration.

Solutions to Self-Check Questions

6.	 What configuration on a switch could be used to 
prevent some connected devices from using a net-
work printer?

Answer: d. VLAN

Explanation: VLANs can be used to enhance security 
by segmenting the network according to which devices 
should be able to communicate with each other, regard-
less of which switch each device is connected to.

7.	 A message’s header contains a 3 in the PCP field. 
How high of a priority is this message?

Answer: c. Moderately low priority

Explanation: By default, all traffic is given a PCP value 
of 0 for “best effort.” Level 1 is the lowest priority traf-
fic above this default, and Level 7 is the highest priority 
traffic. A PCP value of 3 places the message towards the 
low end of the priority scale.

Section 5-4: Wired LANs

8.	 What is the minimum preferred category of twisted 
pair cable required for Gigabit Ethernet?

Answer: a. Cat 5e

Explanation: 1000Base-T, the most popular Gigabit 
Ethernet standard for twisted pair cable, can use Cat 5 or 
better copper cable, but Cat 5e or better cable is preferred.

9.	 Which OSI sublayer provides the destination 
device’s physical address?

Answer: c. MAC

Explanation: The MAC (medium access control) sub-
layer includes fields in the Ethernet header that identify 
the destination and source MAC addresses.

Section 5-5: Wireless LANs

10.	 Which of the following would a wireless client send 
on a wireless network?

Answer: b. RTS

Explanation: A wireless client sends an RTS to request 
that the access point reserve the channel for the client 
to send its data.

11.	 Which field in the wireless Ethernet frame is of most 
interest to other wireless clients on the network?

Answer: d. Duration

Explanation: The Duration field indicates the antici-
pated duration of the transmission. Other devices use 
this information to determine how long to wait before 
attempting their own transmission.
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Objectives
After reading this chapter, 
you should be able to:

• 	 Identify common network 
servers, software, and 
licensing models

• 	Compare server operating 
systems

• 	Explain how network 
devices are configured

• 	 Identify common uses of 
virtualization on networks

• 	Explain the role of cloud 
computing in modern 
networks

Introduction
Although there are many types of network software—such as diagnostic 
and maintenance tools, utilities, and programming development 
environments—network operating systems and network support 
software are two of the most important. A network operating system 
(NOS) is essential if the network is going to allow multiple users to share 
resources. The NOS provides users with password protection on their 
accounts, and it networks administrators with services that help them  
control access to network resources as well as use and administer 
the network. Other NOSs allow network administrators to configure 
network devices, such as routers, switches, and firewalls, to manage 
and segment network traffic for increased performance and security. 
This chapter will outline these operating systems’ basic features and 
capabilities, and it will compare their advantages and disadvantages.

The technologies that support network configuration have continued to 
evolve in ways that were unpredictable in earlier decades. Where net-
work admins twenty years ago configured physical devices throughout 
the network, today’s network admins work primarily with virtual devices. 
This chapter will explore the modern network’s reliance on virtualization 
technologies and the emergence of cloud computing that is revolution-
izing the way today’s networks function.

Section 6-1: Network Servers and 
Software
To understand the significance of servers on a network, you first need 
to understand the role an operating system plays for any device, includ -
ing smartphones, laptops, workstations, servers, and even routers and 
switches. An OS (operating system) is the software loaded into computer 
memory when a device is turned on; it manages all the other applications 

Network Systems  
and Software

Chapter 6
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and resources (such as disk drives, memory, and periph-
eral devices) in a computer. Even once an application is 
running, the application relies on the OS when it makes 
service requests through a defined API. APIs (application 
programming interfaces) provide a means for different 
applications to communicate with each other, similar to 
how a GUI (graphical user interface) or a CLI (command 
line interface) allows humans to interact with software. 

Because users are likely to run multiple applications at 
the same time, the OS must be capable of allocating the 
limited amount of main memory and other resources 
(such as processing time) in a way that provides each 
application with a sufficient amount of these resources 
to operate. A modern OS must also provide various lev-
els of OS security, including directory and file security, 
memory security, and resource security. As applications 
and their users become more sophisticated, the capa-
bility of an OS to provide protection from unscrupulous 
users is becoming more crucial.

Finally, a function equally as important as memory, stor -
age management, or security is communicating about 
the status of operations. An OS sends messages to appli-
cations, a user, or a system operator about the status of 
the current operation. It also sends messages about any 
errors that may have occurred.

Several OSs are available for different types of com-
puter systems. Popular OSs for workstations include 
macOS, Linux, and Windows. The most popular smart -
phone and tablet OSs include Android and Apple’s iOS. 
Popular OSs for larger computers (mainframes) include 
IBM’s z/OS and z/TPF (Transaction Processing Facility), 
VSI’s OpenVMS (Open Virtual Memory System), and 
again, Linux.

Like individual devices, networks also rely on operating 
systems. A NOS (network operating system) is a large, 
complex program that can manage resources commonly 
found on most LANs. A NOS needs a host machine from 
which to operate. Although a part of the NOS resides in 
each client computer, the bulk of the NOS operates in 
a network server. More precisely, a server is the com-
puter that stores software resources such as the NOS, 
computer applications, programs, data sets, and data -
bases, and performs one or more network-type services 
for connected clients. 

There are many types of servers. As just mentioned, 
network servers support the NOS. There are also file 
servers for storing files, email servers, print servers for 
temporary storage of print jobs, database servers, web 

servers for storing web pages; FTP servers for support-
ing FTP (File Transfer Protocol) sites; and DNS servers 
for converting website addresses to IP addresses. The 
list goes on. 

Let’s examine the different forms of servers, along with 
some of the typical hardware and software features that 
they employ.

Servers range in size from small desktop computers to 
massive mainframe computers. Typically, the server is 
a powerful computer running an OS such as Linux or 
Unix, and they are typically equipped with redundant 
components: redundant disk drives, redundant power 
supplies, and even redundant cooling fans. 

RAID Configurations
To protect the server from catastrophic disk failure, 
the storage drives on most servers are configured with 
a redundancy storage technique. RAID (Redundant 
Array of Independent Disks) is a collection of storage 
drives (called an array) interfaced in a way to ensure 
one or more layers of redundant copies of data across 
the drive array. There are many forms of RAID. Except 
for the first RAID technique explained below, which is 
called RAID 0, RAID offers the ability to recover lost 
data if one or more drives in the array is lost. Figure 6-1 
illustrates some of the more common RAID techniques, 
as follows: 

❯� RAID 0—Data is broken into pieces, and each 
consecutive piece is stored on a different drive. 
This technique is known as striping. There is no 
redundancy of data in this technique; if one drive 
fails, data is lost. The advantage of this technique, 
however, is the speed at which data can be read or 
written across multiple drives at the same time.

❯� RAID 1—Data is stored on at least two drives, in 
duplicate, to provide a level of redundancy (or fault 
tolerance) should one drive become corrupted. 
This technique is also known as disk mirroring. 
RAID 1, however, does not provide protection 
against certain risks to data such as ransomware or 
a virus, as those kinds of attacks would affect data 
on both drives. Therefore, RAID 1 is not considered 
a reliable data backup method.

❯� RAID 3—Data is stored across multiple drives 
(striping), and error-checking information concern-
ing the stored data is kept on a separate drive.  
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This error-checking information, called parity, can 
be used to detect errors and possibly reconstruct 
the data should some of it become corrupted. RAID 
3 is rarely used in modern RAID arrays and has 
been replaced by RAID 5.

❯� RAID 5—Data is broken into pieces (stripes) and 
stored across three or more drives. Parity informa-
tion (error-checking code) is interleaved with the 
striped data, not separated onto a separate drive. 
This configuration maximizes performance while 
minimizing cost, and still provides reliable data 
recovery if a drive is lost. RAID 5 is the most popu-
lar of these RAID techniques in corporate environ-
ments. Keep in mind, however, that RAID 5 by itself 
is not a complete backup strategy. 

Several more RAID techniques exist. They are essen-
tially variations on and combinations of the above 
techniques, providing increased speed and increased 
redundancy while also requiring more disks. 

Along with redundancy such as RAID, most servers 
also feature a powerful set of management software. 
This software allows a network administrator to mon-
itor the status of the server, remotely deploy network 
applications, update the necessary drivers, install 
and fine-tune the NOS, and configure the RAID storage 
system. 

RAID 0

Block 1 Block 1A Block 1B

Block 2B

Block 3B

Block 2A

Block 3A

Block 3

Block 5

Block 1

Block 3

Block 1

Block 3

Block 5 Block 5

Block 6

Block 4

Block 2

Block 6 Block 6

Block 4 Block 4

Block 2 Block 2Parity (1 & 2) Parity (1 & 2)

Parity (3 & 4) Parity (3 & 4)

Parity (5 & 6) Parity (5 & 6)

RAID 3 RAID 5

RAID 1

Figure 6-1� Each RAID technique uses a different approach to increase performance, 
redundancy, or both

LAN

Backup
copies

Media
types

Copy
offsite

Copy
of�ine

3

2

1

1

Figure 6-2� The 3-2-1-1 Rule for backups

Note
A reliable backup strategy will include at least three 
complete copies of data stored on at least two dif-
ferent types of media with at least one copy stored 
offsite and, for greater protection, at least one copy 
kept offline from the remainder of the network. This is 
called the 3-2-1-1 Rule, as illustrated in Figure 6-2.
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data about the time a particular network message 
was received, where it came from, where it was 
going, and whether it was allowed to pass. Keeping 
logs generates a tremendous amount of data in a 
short period of time and can take up a lot of storage 
space. But logs are important for troubleshooting 
problems or investigating security issues.

With all this data as the lifeblood of a business, the 
systems used to store the data are critical to a business’s 
success. The following list explores storage types you 
might find in an on-prem network environment:

❯� DAS (direct attached storage) is the storage 
type most familiar to typical users and refers to 
a storage device attached directly to a computer 
(whether that’s a smartphone, laptop, worksta-
tion, or server). If you have a hard drive in your 

Storage Types

Cloud Essentials+ Exam Tip
This section discusses common storage types, which is 
required by

•• Part of Objective 1.3: Identify cloud storage 
technologies.

Storing data directly on servers is not your only option. 
Consider the many kinds of workloads that rely on data. 
A CRM (customer relationship management) application 
draws on data stored in a database. Media services 
access what are often very large media files, such as 
videos or high-resolution images. Office staff create 
documents, spreadsheets, and presentations that are 
stored on their workstations or in file shares accessed 
across their company’s network. All these examples of 
data might be stored on-premises (called on-prem for 
short) or in the cloud. Examples of data types stored on 
networks include the following:

❯� Office and media files—Probably the most recog-
nizable type of data, office files include file types 
such as documents, spreadsheets, and presenta-
tions. Media files include file types such as photos 
or videos. Files are then typically stored in a hierar-
chical file system, as shown in Figure 6-3. Files are 
grouped within folders (also called directories), and 
a folder can also hold other folders (called subfold-
ers or subdirectories). 

❯� Applications—Applications are often made up 
of many parts stored in various places on a net-
work. These parts interact as needed to generate 
requested output. These applications rely on data 
supplied from other sources, such as a database, an 
OS, or another application.

❯� Websites—Websites usually consist of many files 
stored on a web server. Each web page lives in a 
different file and often collects data from many files. 
A web page might also pull data from other sources, 
such as APIs from another website, a database, or 
an application.

❯� Logs—A log file, or log for short, is a special kind of 
file that collects information on events associated 
with a system or application. For example, a log 
might show information about traffic crossing a 
network interface. The information could include 

Home
folder

Subfolder

Subfolder

Subfolder

Subfolder

Subfolder

Document 1

Document 2

Figure 6-3� A file system consists of folders within 
folders
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storage network is addressed by a unique number called 
a LUN (logical unit number). This avoids the complexity 
from multiple layers of nested folders and allows for low-
latency access to databases, virtual machines, and boot 
drives. Block storage provides no metadata, however, and 
requires specialized protocols, such as Fibre Channel (FC), 
that are expensive and complicated to manage. 

In comparing file storage and block storage, think of it 
as the difference between a street address versus an 
account on Facebook or a similar social media site. Your 
home address is identified by a number on a street in a 
zip code that’s in a city within a state. The street name 
represents a group of dwellings; that group is part of 
a larger group represented by a zip code; and that zip 
code is part of a larger group of zip codes in a city, 
which is joined by many cities in your state. These 
are groups within groups within groups. On Facebook, 
however, your account is identified only by an account 
name. Every other account on Facebook also has a 
unique name, and they’re not grouped within groups in 
a hierarchical structure. Therefore, the namespace is 
said to be flat. Block storage works much the same way 
as Facebook’s namespace. You’ll revisit this distinction 
between file systems and block storage in the cloud dis-
cussion later in this chapter.

Utilities
Two other kinds of LAN software that work with and 
support the NOS are utilities and Internet software. Let’s 
examine both in turn. Utilities are software programs 
that operate in the background and support one or more 
functions to keep the network running at optimal per -
formance. To support a LAN and its OS, a wide variety 
of utility programs are available. Sometimes these util-
ity programs come bundled with an OS, but many times 
they are separate and must be purchased individually. 
It’s important when purchasing utility software (as well 
as any software product) to pay attention to the licens-
ing agreements. Many utility programs are licensed for a 
single machine. If 200 workstations are on your LAN, you 
may have to purchase 200 licenses before your usage is 
within the letter of the law.

Some of the more common groups of network utility 
software are: 

❯� Anti-malware—This utility is designed to detect 
and remove viruses and other malware that have 
infected a computer’s memory, disks, or OS. 
Because new malware appears all the time, it is 
important to continuously update anti-malware 

computer, you’re using DAS. The file system hierar-
chy of these storage devices may be familiar, where 
files are organized inside folders inside folders. 

❯� As previously mentioned, RAID is a way to increase 
data redundancy and requires multiple disk drives. 
If each server in a datacenter has its own RAID 
system with multiple hard drives, you’re going to 
require a lot of space with limited ability to expand. 

❯� NAS (network attached storage) is a device that 
provides a large amount of storage to users on a 
network. The device contains several hard drives, 
and the storage space on those drives are made 
available to multiple network devices. Like DAS, a 
NAS device stores files in a file system. A stripped-
down OS running on the NAS is designed for the 
sole purpose of retrieving data for users. Typically, 
a NAS device does not have a keyboard or monitor. 
Access to its control operations is usually obtained 
through an assigned web address.

❯� Suppose you gathered all the hard drives for all 
your datacenter’s servers into one place and made 
the entire pool available to all your servers. This is 
called a SAN (storage area network) and requires 
specialized, high-speed connections among the SAN 
drives and between the SAN and the servers. Data 
in a SAN array of drives is stored in blocks rather 
than in a file system hierarchy and is called block 
storage. Each block is a specified size, much like 
storage lockers in a U-Haul (uhaul.com) storage 
facility, and it contains data that is referenced by 
the block’s LUN (logical unit number). A server sees 
each block as a separate volume and can treat that 
volume as an attached drive, even installing a file 
system on it if the block size is large enough. The 
server then adds data to the block over time.

This distinction between file system storage and block 
storage is a significant one. File system storage lends 
itself well to organizing a person’s or small department’s 
files, but it does not scale well for large amounts of dif-
ferent kinds of data used by many people. One of the 
advantages of file system storage is the metadata stored 
with each file. Metadata is data about the file, such as 
creation date, author, and permissions. This can be help-
ful when you’re searching for a particular file or need to 
sort files by creation date, last edited date, or file size. 

In contrast, block storage organizes data in a flat 
namespace so it scales up (increases in size) more easily to 
accommodate massive amounts of data. Every block in the 
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monitor servers and report on CPU utilization, 
network activities, and server requests. Devices 
called sniffers can be used on both wired and 
wireless networks. Sniffers can listen to traffic 
on a network and determine if invalid messages 
are being transmitted, report network problems 
such as malfunctioning NICs, and detect traffic 
congestion problems. Wireless sniffers can per -
form similar operations and can also detect how 
far wireless signals reach. Thus, if you are having 
wireless communication problems, a wireless 
sniffer can tell you if the signal is too weak at a 
particular location. Conversely, wireless sniffers 
can also tell you if your wireless signals go too far, 
such as outside your building or down the street, 
where they might be exploited by unauthorized 
users.

❯� Remote access software—This solution allows 
a user to access all the possible functions of a 
workstation from a mobile or remote location. The 
two most common users of remote access software 
are nomadic users, who must access software and 
data on their work computers while traveling or 
working at home, and support personnel, who need 
to enter a user’s computer system to troubleshoot 
problems and suggest or make repairs. Many 
types of remote access software also create a VPN 
(virtual private network) between the remote user 
and the work computer. You will learn more about 
remote access in Chapter 7.

Software Licensing Models

with the latest version. Many times, owners of 
purchased anti-malware can download these 
updates from the software company’s website for 
no additional charge. The only time it is necessary 
to purchase a new version of the anti-malware is 
when the software has undergone a major revision. 
Some anti-malware manufacturers offer corporate 
deals in which a flat annual fee is paid, and the 
company can disperse and update as many copies 
of the software as desired.

❯� Anti-spam software—Spam, or unsolicited com-
mercial bulk email, has become a major nuisance 
to corporate users as well as individuals. Some 
professionals estimate that tens of billions of spam 
messages are sent each day. This large volume of 
spam wastes the time of workers who must delete 
these messages, consumes billions of bytes of stor-
age in email servers, and congests the networks 
that transfer this data. Anti-spam software is used 
to block unwanted emails and is available that can 
block spam for an individual computer or for the 
entire corporate network. 

❯� Anti-spyware software—Business and home com-
puter users have been victims of another type of 
intrusion from unscrupulous outsiders: spyware. 
Spyware is software that a user unknowingly 
downloads from the Internet, and when this soft-
ware is executed on the user’s machine, it begins 
spying on the user. Spyware may take the form of a 
remote-control program operated by a hacker, or it 
may be a program launched by a retailer hoping to 
gather information about your shopping habits for 
its own purposes or to share with other retailers. In 
the latter case, the program may simply be a harm-
less type of market research tool. Even so, most 
users feel that spyware is intrusive and should be 
blocked or eliminated. Anti-spyware software can 
locate and clean the spyware found in a comput-
er’s memory and hard disk drive. Home computer 
users, as well as network administrators, should 
install anti-spyware and either run it on a regular 
basis or program the OS to run it on a timed sched-
ule. You should be careful, however, when search-
ing the Internet for free anti-spyware programs as 
many of them (but not all) are spyware programs 
themselves.

❯� Network monitoring software—This software 
incorporates a fairly large number of network sup-
port tools. For example, there is software that can 

Cloud Essentials+ Exam Tip
This section discusses the subscription licensing 
model, which is required by

•• Part of Objective 2.2: Summarize the �nancial 
aspects of engaging a cloud provider.

The licensing agreement that accompanies a software 
product is a legal contract and describes a number of 
conditions that must be upheld for proper use of the 
software package. Most licensing agreements specify 
conditions in the following areas: software installation 
and use, network installation, backup copies, decompi-
lation restrictions, rental restrictions, upgrades, copy-
right, and maintenance.
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❯� A server license, also called a system-based license or 
cluster-wide license, is similar to an interactive user 
license. However, with a server license, there is rarely 
a software counter controlling the current number 
of users. A server license might actually be priced 
according to the number of CPU cores or sockets 
the server has.

❯� A site license allows a software package to be 
installed on any or all workstations and servers 
at a given site. No software installation counter is 
used. The network administrator must guarantee, 
however, that a copy of the software will not leave 
the site.

❯� A corporate license allows a software package  
to be installed anywhere within a corporation, 
even if installation involves multiple sites. Once 
again, the network administrator must ensure 
that a copy of the software does not leave a 
corporate installation and, for example, go home 
with a user.

❯� A subscription license relies on a monthly or annual 
payment schedule to continue using the applica-
tion. In contrast to the traditional perpetual license, 
which is a pay-once-own-forever arrangement, a 
subscription license uses a pay-as-you-go model  
where the customer makes payments to continue 
using the service. This arrangement can be benefi-
cial in many scenarios. Subscription licenses cost 
less upfront, and these expenses are categorized as 
OpEx (operational expenses) instead of as CapEx 
(capital expenses), which can provide certain tax 
benefits.

❯� The GPL (General Public License) is associated 
with software that is free to share and change. The 
license clearly stipulates that “free” implies the 
freedom to share and change the source code, but 
the creator of the software may still charge a fee. 
Users interested in either creating or using GPL 
software are encouraged to visit the GNU General 
Public License website (gnu.org/copyleft/gpl.html ) 
for further details. GNU stands for “GNU’s Not Unix” 
and is pronounced G-new with a hard g sound.

Every software company may create its own brand of 
user licenses and may name them something unique. 
It is the responsibility of the person installing the 
software—either the user, system administrator, or 
network administrator—to be aware of the details of the 
user license and follow them carefully.

One of the most important issues that affects most users 
is software installation and use. When a software pack-
age is sold, it is usually intended for a particular type 
of installation, referred to as the user license. Software 
companies establish user licenses so that an individual 
in a company does not purchase one copy of a program 
and install it on, for example, 200 machines, thus avoid-
ing purchase fees or royalties. 

The terms of a license are usually built around one or 
more licensing models that define where the software 
can be installed, who can use it, and when payments are 
made. 

Several licensing models exist: 

❯� Under the terms of one of the most common user 
licenses, a single-user-single-station license, the 
software package may be installed on a single 
machine, and then only a single user at one time 
may use the software on that machine. Some 
software packages can track how many times the 
software has been installed and will allow only a 
single installation. To move the software to another 
machine requires that you first run the software’s 
uninstall utility. 

❯� A single-user-multiple-station license is designed 
for the user who might have a desktop machine 
at work and a laptop machine for remote sites, or 
another desktop machine at home. The user agrees 
to allow only one copy of the software to be in use 
at one time. For example, if the user is at work and 
operating a particular word-processing program 
with the single-user-multiple-station license, no one 
should be running the same program on the user’s 
laptop at the same time.

❯� An interactive user license, floating license, and con-
trolled number of concurrent users license, all refer 
to essentially the same scenario. When a software 
package is installed on a multiuser system, such as 
a server on a LAN, multiple users can execute mul-
tiple copies of the single program. Many multiuser 
software packages maintain a counter for every 
person currently executing the program. When the 
maximum number of concurrent users is reached, 
no further users may access the program. When a 
software counter is not used, the network adminis-
trator must estimate how many concurrent users 
of this software package are possible at any one 
moment and take the necessary steps to purchase 
the appropriate number of concurrent user licenses.
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interfaced in a way to ensure one or more layers of 
redundant copies of data are available across the 
drive array. The most basic RAID techniques are 
RAID 0 (called striping), RAID 1 (called disk mirror -
ing), RAID 3 (which includes parity), and RAID 5 
(which spreads parity information across multiple 
disks).

❯� Storage types you might find in an on-prem 
network include DAS (direct attached storage), NAS 
(network attached storage), and a SAN (storage 
area network). DAS and NAS devices store files in a 
file system. Data in a SAN array of drives is stored 
in blocks rather than in a file system hierarchy and 
is called block storage.

❯� To support a LAN and its OS, a wide variety of util-
ity programs are available. Utilities are software 
programs that operate in the background and sup-
port one or more functions to keep the network 
running at optimal performance.

❯� The licensing agreement that accompanies a 
software product is a legal contract and describes 
a number of conditions that must be upheld for 
proper use of the software package. Licensing 
models define where the software can be installed, 
who can use it, and when payments are made.

Self-check
1.	 Which RAID technique spreads data across 

disks without the ability to recover lost data?

a.	 RAID 5

b.	 RAID 0

c.	 RAID 3

d.	 RAID 1

2.	 Which storage type identifies data locations 
with a LUN?

a.	 NAS

b.	 DAS

c.	 RAID

d.	 SAN

3.	 For which of these licensing models do you 
need to know the number of cores a com-
puter has before you can install the licensed 
software?

a.	 Server license

b.	 Site license

c.	 Interactive user license

d.	 Corporate license

Check your answers at the end of this chapter.

What happens i f  someone does not behave in 
accordance with the user license and installs a software 
package in an environment for which it was not 
intended? In these situations, some packages simply will 
not work. Other packages will not work correctly if the 
installation does not follow the license agreement. For 
example, some software packages maintain a counter 
and will not allow more copies than were agreed upon 
during the purchase. Some software packages, such 
as database systems, may be installable on multiple 
machines or may give the appearance of allowing 
multiple users access, but if they were not designed for 
multiple-user access, they may not work correctly. It is, 
in fact, important during multiuser database access that 
the database system lock out any other users while one 
user is currently accessing data records. If the system 
is intentionally not designed for concurrent multiuser 
access, violations of the licensing agreement may lead 
to unknown and problematic results.

Installing the software on more machines than have been 
agreed to in the user license is illegal. If you install more 
copies than the number for which you have licenses 
and the software manufacturer discovers this fact, you 
and your company may face legal consequences. This is 
a risk, therefore, that is definitely not worth taking. Be 
sure you have the proper user license in place before 
you install any software.

Remember this…
❯� A NOS (network operating system) is a large, com-
plex program that can manage resources commonly 
found on most LANs. Although a part of the NOS 
resides in each client computer, the bulk of the NOS 
operates in a network server, or simply, a server. 

❯� RAID (Redundant Array of Independent Disks) 
is a collection of storage drives (called an array) 

All Things Considered

Thought Experiment

Consider the following software licensing scenario: 
Office Suite 1 costs $229 per single-user-single-station 
license, while Office Suite 2 costs $299 per interactive 
user license. You have 200 users on your network, and 
you estimate that at any one time only 60 percent of 
your users will be using the suite application. Determine 
the best license solution. At what level of interactive use 
will the cost of the interactive user licenses break even 
with that of the single-user-single-station licenses?
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away for free, Unix became extremely popular in aca-
demic institutions. One of the more popular variants of 
the Unix system is the BSD version originally released 
from University of California, Berkeley, and its modern, 
open-source distributions such as NetBSD, OpenBSD, 
and FreeBSD. An application is open source if its code 
is made available to the public for review and modifi -
cation. These Unix versions are still in use today while 
commercial distributions are rarely marketed or sold 
anymore.

Because Unix is one of the older OSs and has grown in 
processing power over many years, it is quite stable. It 
handles network operations well, and a broad range of 
applications have been written to run in Unix. Various 
distributions of Unix are still customized for niche sce-
narios due to its stability and backwards compatibility 
with older applications. Today, however, many experts 
consider Unix to be outdated.

Linux
Since its early days, Unix has evolved into many ver-
sions and executes on several computer platforms. One 
version that generated a lot of interest in the 1990s was 
Linux. Linux, while based on the Unix concept, is a com-
plete rewrite of the Unix kernel and borrows additional 
functions from the well-established Free Software Foun-
dation’s toolset called GNU and from the even larger free 
software community. Interestingly, some of the largest 
and fastest computer systems in the world run on Linux. 
Linux shares many of the same advantages and disad-
vantages of Unix, and it performs similarly to Unix as a 
server OS. 

Several features, however, set Linux apart from Unix as 
well as from all other server OSs:

❯� Cost—Many Linux distributions, called distros for 
short, are completely free to download and use. 
Some distros require payment because of other 
components included in the package or to maintain 
vendor support, but the Linux code itself is still 
open source. One of the most popular Linux distros 
for desktops is Ubuntu, shown in Figure 6-4. These 
days, many companies are choosing to purchase a 
Linux server distro from a vendor that specializes 
in providing proprietary code in their distributions 
along with all the supporting applications and utili-
ties, such as web page support tools, a GUI, and the 
latest versions of peripheral drivers. This package 
often includes professional-grade support from the 
vendor to maintain reliable uptime. An example of 

Section 6-2: Server 
Operating Systems
The NOS that runs on a server is sometimes more spe-
cifically called a server OS. A server OS is a large, com-
plex program that can manage the common resources 
on most LANs, in addition to performing the standard 
OS services mentioned previously. This NOS will make 
more sense as you read about its purposes. What func-
tions do these operating systems perform? How is a 
server OS different from a workstation’s OS? 

The resources that a server OS must manage typically 
include one or more network services, multiple network 
printers, one or more physical networks, and a poten-
tially large number of users who are directly or remotely 
connected to the network. A server OS also performs a 
wide variety of network support functions, including the 
coordination of all resources and services on the net -
work and the processing of requests from client work-
stations, whether they’re connected locally or remotely. 
It supports user interaction by prompting a user for 
network login, validating user accounts, restricting 
users from accessing resources for which they have not 
been granted access, and performing user accounting 
functions.

Interestingly, many current desktop OSs now incorpo-
rate many of the features described previously, thereby 
enabling individual users to create server OSs for their 
homes and small businesses. Thus, the line between a 
desktop OS (such as Windows 10) and a server OS (like 
Windows Server) has blurred in recent years. Even so, 
there are still, as you will see shortly, significant differ -
ences between the two types of systems. Let’s look at 
some of the more popular server OSs on the market and 
see how each supports network functions. 

Unix
Unix was a popular OS for mainframes and servers and 
can still be found on single-user workstations. It most 
often works via a text-based interface, although GUIs are 
available. Unix was initially designed at Bell Labs and 
was first implemented on a PDP-7 minicomputer in 1970. 
It is a relatively streamlined system, which explains 
why it operates quickly. Shortly after its introduction, 
the Unix software was rewritten in the popular C pro-
gramming language. Owing to characteristics of the C 
programming language and Unix’s design, the internal 
code of Unix is relatively easy to modify. For this rea-
son, and because early versions of the OS were given 
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Linux shares many other advantages with Unix, such as 
fast execution (due to its relatively small size and effi-
cient code), network support functions, and the option 
with some distros for a GUI.

These days, a clear majority of companies are running 
Linux on at least one server to support a particular 
application, and many companies rely extensively on 
Linux systems. In fact, some research is showing that 
Linux as a server OS is now more widespread than any 
other OS. Currently, Linux software is commonly used to 
support email servers, web servers, FTP servers, file/print  
servers, firewalls, proxy servers, and DNS servers. 
Outside the datacenter, Linux powers smartphones 
and smartwatches, gaming consoles, media streaming 
devices (such as Roku), televisions, cloud services, 
security or digital payment devices, robots, smart home 
devices (such as refrigerators and washing machines), 
and even cars. In or out of the datacenter, Linux is 
definitely a major player in the server OS arena and 
should not be overlooked. In the project at the end of this 
chapter, you’ll experiment with a virtual Linux computer.

Microsoft Windows Server
In contrast to the familiar Windows desktop OS, Windows 
Server was designed to offer the necessary administra-
tive tools to support multiple users, multiple servers, 
and a wide range of network peripheral devices. In addi-
tion, Windows Server supports many of the applica-
tions that allow users to create, access, and display web 
pages, as well as the software that allows a server to act 
as a web server. The Windows OS also works seamlessly 
with the hugely popular Microsoft application tools.

One of the most significant components of Windows 
Server is the directory service AD. AD (Active Directory)  
stores information about all the objects and resources 
in a network and makes this information available 
to users, network administrators, and applications.  
Microsoft created a directory service based on existing 
standards rather than designing its directory service 
from scratch. Thus, you may hear network specialists 
talk about how AD is built around the Internet’s DNS 
(Domain Name System), which is discussed in Chapter 7,  
and a second standard, LDAP (Lightweight Directory 
Access Protocol).

AD creates a hierarchical structure of resources similar 
to a tree design: 

❯� Leaves—Objects, such as users, groups of users, 
computers, applications, and network devices, are 
the leaf items within the tree. 

this type of package is RHEL (Red Hat Enterprise 
Linux). Even when Linux is purchased from a ven-
dor, the cost of it is insignificant compared to the 
cost of purchasing either Unix or Windows Server. 
Whereas Unix and Windows Server can cost thou-
sands to tens of thousands of dollars, depending 
upon the number of user workstations, commercial 
versions of Linux can cost as little as a few hundred 
dollars.

❯� Open-source code—When you purchase or down-
load Linux, you can receive the original source code 
along with the compiled code for free. Having the 
original source code gives organizations a great 
amount of control over the software. In the hands 
of an experienced programmer, the Linux source 
code can be modified in almost limitless ways to 
provide a customized OS. The ability to customize 
the software, however, is a double-edged sword. In 
inexperienced hands, customized source code can 
be a source of constant trouble. At any rate, Linux 
is part of a growing family of open-source software 
that is rather highly regarded within the business 
and educational industries.

❯� Size—Since its debut, Linux has been able to oper -
ate on a system as small as an Intel 386 processor 
with only 4 MB of main memory. Although Linux 
will certainly run on larger systems, many admin-
istrators might even install a Linux system on an 
old personal computer to support simple network 
functions. These systems can run unattended with 
little or no support. Linux even runs on devices as 
small as the credit-card sized Raspberry Pi circuit 
board.

Figure 6-4� Ubuntu Linux desktop
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A more powerful and flexible hierarchical tree can be 
created based on a logical layout. A logical layout could 
describe the organization in terms of its departmental 
structure: the Engineering department (which could 
be scattered over floors 1 through 3), the Sales depart-
ment (which could be situated on floors 2, 6, and 7), and 
the Marketing department (which might be physically 
located in two different buildings).

Throughout the entire tree-creation process, it is 
important to review your draft design for accuracy, flex-
ibility, and completeness. Because an AD tree is going 
to be used by every server on the network and is prob-
ably going to be in place for many years, the creation 
of a well-designed tree is extremely important. A tree 
that is designed improperly will lead to difficulties in the 
future when you try to add new users, user groups, and 
resources to the network. A poorly designed tree may 
also create a sluggish system with poor response times.

Figure 6-6 shows an example of an appropriate tree 
design. Note that the design of a tree should ideally be 
like a pyramid. Fewer container objects should be at 
the top of the tree than at the bottom. Wide, flat trees 
are usually not a good design, as this layout causes too 
many inner-container communications, and users may 
have trouble finding the appropriate resources. Likewise, 
trees that are too narrow and tall may also be poorly 
designed because they incorporate too few contain-
ers, which can lead to future problems when a network 
administrator wants to add new users or resources. 

❯� OUs (organizational units)—Leaf items are grouped 
in OUs (organizational units). 

❯� Domain—One or more OUs can be grouped 
together into a domain, which is the main object in 
Windows Server. 

❯� Trees and forest—Where these domains are hierar-
chically organized as a tree, a collection of trees is 
then a forest. 

For example, two of the departments within an 
organization may be Marketing and Engineering (Figure 
6-5). Both departments are OUs. Within each department 
are users and network servers. Grouping objects within 
the directory tree allows administrators to manage 
objects and resources on a macro level rather than on a 
one-by-one basis. With a few clicks of a mouse, a network 
administrator can allow all the users within Engineering 
to access a new engineering-related software application.

The basic idea underlying Microsoft’s AD is that the 
network administrator must create a hierarchical tree 
that represents the layout of the organization. This hier -
archical structure resembles an inverted tree, with the 
root at the top and the users and network resources—
the leaves—at the bottom. This tree could correspond 
to the physical layout of the organization. For example, 
workstations 1 through 20 will be on the third floor of an 
office building, workstations 21 through 40 on the sec-
ond floor, and workstations 41 through 60 on the first 
floor. 

Domain

Domain

Domain

Domain Domain

OU

OU OU
Marketing Engineering

Users UsersServers Servers

DomainTree

Tree
Forest

Figure 6-5� Example of a tree design in Windows Active Directory
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Root

O=University

Users

Server

Printer 1

Printer 2

OU=Math OU=Chemistry OU=Biology

Users

Server

Lab 1

Lab 2

Users

Printer

Server

OU=... OU=... OU=Economics

Server

Printer

Users

Users

Users

OU=Liberal arts OU=. . . . OU=Business

Leaf objects

Figure 6-6� Possible design for a server OS tree

Details    �Suggestions for Designing a Network Tree

Creating a good and appropriate tree design is not a 
trivial task; the following four basic steps will give the 
network administrator a good start:

1.	 Gather the appropriate corporate documents so 
that you know about the available hardware and 
software, and the employee departments and 
divisions. As part of this first step, you should 
obtain an organizational chart. Designers often 
consult corporate organizational charts and LAN 
maps to guide the hierarchical tree’s design.

2.	 Design the top section of the tree before you 
design any lower sections. To design the top sec-
tion of the tree, give the top level the name of 
the organization (in most cases, the name of the 
company) and then create the first layer of OUs, 
or container objects. An OU is an object that is 
further composed of additional objects (exam -
ples of which include servers, printers, users, or 
groups of users). For example, a division in a com-
pany that is composed of multiple departments 

would be considered an OU. A department is 
also an OU because it, too, is further composed 
of objects, such as employees. If your network 
is very small, there may not be a need for any 
OUs. When designing a tree directory structure, 
some network designers feel that the top of the 
tree should be based upon the corporate WAN 
structure.

3.	 Design the bottom section of the tree, which 
includes the remaining hierarchy of OUs and leaf 
objects. Leaf objects are not composed of any 
objects and are usually entities such as the users, 
peripherals, servers, printers, queues, and other 
network resources.

4.	 Design the security access rights—that is, deter-
mine who has rights to the appropriate objects. 
For example, if you create a new user and place 
that user in a location on the tree, what rights will 
that user have? What printers and directories will 
that user be able to access?
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5.	 At what level would a printer fit in an AD tree 
design?

a.	 OU

b.	 Forest

c.	 Domain

d.	 Leaf

Check your answers at the end of this chapter.

Section 6-3: Network 
Devices 
Servers and workstations are not the only devices on a 
network with installed OSs. Many routers and switches 
also run OSs that allow network admins to enable elab-
orate configurations on these devices. These configu-
rations increase network performance and help ensure 
network security.

Unlike server OSs, NOSs on these network devices 
typically offer only a CLI (command-line interface). 
Network admins must learn the commands and best 
practices for managing these devices through a 
CLI. Additionally, the OS on these devices tends to 
be proprietary to the specific manufacturer. One of 
the most widely deployed network device brands 
is Cisco Systems, Inc. Cisco’s routers and switches 
use various versions and flavors of the Cisco IOS 
(Internet OS). This software allows for internetwork 
configurations across multiple LANs and network 
segments. While there are variations in the OS for 
different devices, most of the commands work uni-
versally across all Cisco devices. Learning these 
commands is a critical skill for network admins, who 
are likely to work with Cisco devices at some point in 
their careers.

Command Modes
Like many OSs, Cisco’s IOS relies on various command 
modes that determine what commands can be executed. 
These command modes are accessed from the CLI and, 
along the way, the prompt indicates which command 
mode is active. Table 6-1 shows the most common com-
mand modes and what the prompt for each mode looks 
like. Figure 6-7 shows how to enter each of these modes 
by entering an escalation command for each successive 
mode. Notice how the prompt changes each time the 
mode is escalated.

Remember this…
❯� Unix was a popular OS for mainframes and servers 
and can still be found on single-user workstations. 
Various distributions of Unix are still customized 
for niche scenarios due to its stability and back-
wards compatibility with older applications.

❯� Many companies purchase a Linux distro from a ven-
dor that specializes in providing proprietary code 
in their distributions along with all the supporting 
applications and utilities, such as web page support 
tools, a GUI, and the latest versions of peripheral 
drivers. Even when Linux is purchased from a ven-
dor, the cost of it is insignificant compared to the 
cost of purchasing either Unix or Windows Server.

❯� One of the most significant components of  
Windows Server is the directory service AD (Active 
Directory), which stores information about all the 
objects and resources in a network and makes this 
information available to users, network adminis-
trators, and applications. AD creates a hierarchical 
structure of resources similar to a tree design. 
Objects, such as users, groups of users, comput-
ers, applications, and network devices, are the leaf 
items within the tree. Leaf items are grouped in 
OUs (organizational units). One or more OUs can be 
grouped together into a domain, which is the main 
object in Windows Server.

Self-check
4.	 Which of the following characteristics of Linux 

is both a positive and a negative factor in 
choosing a Linux distro?

a.	 Price

b.	 Stability

c.	 Customizability

d.	 Backwards compatibility

All Things Considered

Thought Experiment

You are working for a company that has three divisions: 
Marketing, Research, and Sales. Each division has many 
employees, each with their own workstation. Each divi-
sion also has its own network server and a number of 
high-quality printers. Draw a Windows Active Directory 
diagram to support this company’s network structure.
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mode, you would enter the commands shown in Table 
6-2 to create and name the two VLANs and enable one of 
the interfaces for each VLAN. You could then continue 
adding more interfaces as needed using the same com-
mands repeatedly. Notice how each series of commands 
must be performed in a particular command mode.

Configuring with Commands
A wide variety of commands are available within these 
command modes to configure each router, switch, and 
other network devices. For example, suppose you want 
to configure two VLANs on a switch, as illustrated in  
Figure 6-8. Beginning in the switch’s global configuration 

Table 6-1� Common modes on a Cisco router

Mode Prompt on Device Named “Router”Purpose

User EXEC Router> • 	 Default mode for basic commands, such as viewing statistics

• 	 Can be password protected

Privileged EXEC Router# • 	 Privileged mode for managing device configuration files but not 
for changing the device’s configuration

• 	 Can be password protected

Global 
configuration

Router(config)# • 	 High-level mode for making device configuration changes

• 	 Organized into groups of device-specific configuration modes

Interface 
configuration

Router(config-if)# • 	 One of the global configuration mode’s many sub-groupings and 
used to configure a specific interface on the device

User EXEC mode

Escalation

Privileged EXEC mode

Escalation

Global con�guration mode

Escalation

Interface con�guration mode

Figure 6-7� Some of the router’s command modes
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Fast ethernet0/1
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VLAN 10
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Figure 6-8� Create two VLANs, and assign each interface to a VLAN
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Remember this…
❯� Like many OSs, Cisco’s IOS relies on various com-
mand modes that determine what commands can 
be executed. These command modes are accessed 
from the CLI and, along the way, the prompt indi-
cates which command mode is active.

❯� A wide variety of commands are available within 
each of Cisco’s command modes to configure a 
router, switch, and other network devices. Each 
series of commands must be performed in a 
particular command mode. Other manufactur -
ers offer similar commands to configure their 
devices.

Self-check
6.	 Which Cisco command mode is most likely 

used to change the password for accessing the 
device?

a.	 Global configuration

b.	 User EXEC

c.	 Interface configuration

d.	 Privileged EXEC

Other common configurations a network admin might 
apply to a switch or router are to set access passwords, 
define subnets and IP address pools, and add traffic 
security restrictions.

Table 6-2� Configure two VLANs on a Cisco switch

Command Purpose
vlan 10 Creates VLAN 10 and enters VLAN configuration mode for that VLAN

name HR Assigns VLAN 10 the name HR

vlan 11 Creates VLAN 11 and enters VLAN configuration mode for that VLAN

name Sales Assigns VLAN 11 the name Sales

exit Returns to global configuration mode

interface fastethernet0/1 Enters interface configuration mode for the FastEthernet0/1 interface

switchport mode access Sets access mode for this interface, which is required for endpoint devices in the 
VLAN

switchport access vlan 10 Assigns this interface to VLAN 10

exit Returns to global configuration mode

interface fastethernet0/4 Enters interface configuration mode for the FastEthernet0/4 interface

switchport mode access Sets access mode for this interface, which is required for endpoint devices in the VLAN

switchport access vlan 11 Assigns this interface to VLAN 11

exit Returns to global configuration mode

do show vlan Shows configured VLANs and associated interfaces

exit and press Enter Returns to privileged EXEC mode

copy run start and press Enter Saves the current settings

All Things Considered

Thought Experiment

As you can see, interface configuration mode is used 
to assign a switch’s interface, or port, to a particular 
VLAN. Do some research online to find out what other 
configuration modes are available under global con-
figuration mode.

While Cisco leads the market for routers, switches, and 
other network devices, you’re just as likely to encoun-
ter devices from other manufacturers. In no particu-
lar order, popular competitors include Aruba, Dell, 
D-Link, MikroTik, Juniper, NETGEAR, Extreme, Huawei, 
Arista, and many others. It’s common for network pro-
fessionals in training to learn network administration 
on Cisco devices, and then they transfer those skills 
to other networking environments after they enter the 
workforce. 
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Hypervisors
To make this work, software called a hypervisor runs 
on the host computer. The hypervisor allocates avail-
ability of hardware resources to the host computer and 
to each guest computer. The hypervisor also creates 
a kind of pocket within the host computer’s OS where 
the guest system runs independently of the host system 
and any other guest systems. Each guest system can 
run any OS supported by the hypervisor and underlying 
hardware. For example, some hypervisors allow you to 
run an Android VM that functions just like your smart-
phone. Other hypervisors allow you to install a router’s 
or switch’s OS so you could practice configuring these 
network devices.

Figure 6-10 shows two types of hypervisors, aptly named 
type 1 and type 2 hypervisors:

❯� Type 1 hypervisor—Runs directly on the host 
system’s hardware and does not require an 
underlying OS, such as Windows 10. A type 1 
hypervisor is itself a minimal OS, many of which are 
built on the Linux kernel. The hypervisor controls all 
the physical resources and is therefore a very efficient 
method for a server to host many VMs at one time. 
Common examples include Citrix Hypervisor, ESXi by 
VMware, and Hyper-V by Microsoft.

❯� Type 2 hypervisor—Runs on top of an existing OS. 
In other words, the host must have an OS installed 
first, and then a hypervisor application can run 
inside that OS. For example, you could install Oracle 
VirtualBox, a free type 2 hypervisor application, on 

7.	 Why might an admin use the show command on 
a Cisco switch?

a.	 To save the device’s configuration changes

b.	 To change the device’s password

c.	 To change the device’s command mode

d.	 To confirm the device’s configurations are 
correct

Check your answers at the end of this chapter.

Section 6-4: Virtualization
So far, you’ve learned about physical devices on a net-
work—computers, routers, and switches that you can 
touch, that you must plug into a power source, and that 
take up space on a datacenter rack, shelf, or desktop— 
but not all devices on a network are physical. Especially 
these days, many devices are virtual and exist as soft-
ware on another device.

For example, suppose you have a desktop computer 
that runs Windows 10, but you need a Linux computer 
for a website you’re developing. You could buy a new 
computer and install a Linux OS on that computer, 
and then you’d have two computers cluttering your 
desk. Or you could create a virtual computer, called a 
VM (virtual machine), on your physical computer and 
then install an OS on that virtual system. Meaning, this 
VM is a software-based guest computer that runs on 
the hardware-based host computer. Figure 6-9 shows a 
physical host computer with two guest VMs sharing the 
host system’s connection to the network.

Physical
NIC

Physical
computer (host)

To physical
network

Guest
VM 1

Guest
VM 2

Hypervisor

Figure 6-9� Elements of virtualization
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❯� Fault and threat isolation—Services running on 
one VM are isolated from those on other VMs, even 
when those VMs are hosted on the same physical 
device.

❯� Simple backups, recovery, and replication—An 
entire VM can be stored in a file called an image, 
which can be backed up, copied, or recovered.

At the same time, network admins must be aware of 
significant possible disadvantages:

❯� Compromised performance—If one VM on a host 
system is demanding a high level of hardware 
resources, other VMs on the same host can experi-
ence reduced performance and capacity.

❯� Increased licensing costs—Every instance of com-
mercial software requires its own license, whether 
the software is running on a physical server or a 
virtual server.

your Windows 10 computer. Then use VirtualBox to 
create a VM and install a Linux OS on that VM. To 
run the Linux VM, you would need to first open the 
VirtualBox application, and then start the VM. You 
could then install an application on the Linux VM.

Figure 6-11 shows the VirtualBox hypervisor installed on 
a Windows 10 computer. A VM is running, and its OS is 
Ubuntu Linux.

Advantages and Disadvantages 
of Virtualization
Virtualization offers several advantages:

❯� Efficient use of resources—Many servers can run 
on a single physical machine.

❯� Cost and energy savings—Fewer physical 
machines require less electricity to power and cool.

VM VM

VM

App App App App

Type 1 hypervisor Host operating system

Type 2 hypervisorOperating system Operating system

VM

App App App App

Guest operating
system

Guest operating
system

Figure 6-10� Type 1 and type 2 hypervisors

Figure 6-11� Ubuntu Desktop is installed on a VM in Oracle VirtualBox
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network admins to configure more customized networks 
on standard servers without having to purchase more 
complex, proprietary hardware.

Advantages of NFV are similar to the list you read earlier 
for server virtualization: efficient use of resources, cost 
and energy savings, quick migration in case of device 
failure, and high scalability to meet changing needs of a 
network. However, there are a few caveats and consider -
ations to keep in mind:

❯� You’ll need licenses for each of the virtualized 
devices as well as for the type 1 hypervisor that will 
host them. Fortunately, the cost of these licenses 
amounts to a fraction of the cost of similarly fea-
tured hardware devices.

❯� The interaction between physical and virtual devices 
introduces a small degree of latency as data passes 
through the hypervisor and its connections. Usually, 
this delay is negligible. On the flip side, NFV also 
allows for migrating many network functions closer 
to their point of use, which can more than compen-
sate for the delay in traversing the hypervisor.

❯� Many network admins, even those most committed 
to the advantages of virtualization, are uncomfort-
able using a virtual firewall to protect the entire 
network. The server hosting a virtual firewall occa-
sionally needs to be restarted in the course of reg-
ular maintenance or failure, and in that event, the 
hosted firewall goes down with the server. Instead, 
many network admins believe that virtual firewalls 
are only appropriate for securing virtual-only por-
tions of the network or serving as a backup to phys-
ical firewall devices.

❯� Single point of failure—Critical services should be 
spread across multiple physical machines so the 
failure of a single physical host does not compro-
mise these services.

Overall, the advantages typically outweigh the disadvan-
tages, and modern datacenters rely heavily on server 
virtualization.

Virtualizing Network Devices

Cloud Essentials+ Exam Tip
This section discusses load balancing, which is 
required by

•• Part of Objective 1.2: Identify cloud networking 
concepts.

Servers and workstations are not the only devices on a 
network that can be virtualized. Routers and switches 
can also run on a hypervisor designed for this purpose. 
This technology is called NFV (network functions 
virtualization), and it can also be used to virtualize 
firewalls, load balancers, and other network devices. 
A firewall, as illustrated in Figure 6-12, is a security 
device or system that supports an access control policy 
between two networks. A load balancer, also shown in 
Figure 6-12, is a device that distributes traffic intelligently 
among multiple computers or connections, such as when 
handling traffic to a high-volume website that is hosted 
by a cluster of web servers. Any of these devices can 
run on a hypervisor, such as OpenStack, which allows 

Internet

Router

Firewall

Load
balancer

Server cluster

Figure 6-12� Common network devices
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to make these decisions for the switch and then tell the 
switch what to do with the packet or, in some cases, the 
controller might handle the packet itself without sending 
the packet back to the switch. Note that the actual move -
ment of the packet from device to device is called the data 
plane. So, the SDN controller handles the control plane 
while the switch only needs to handle the data plane.

While it might seem inefficient to move this decision-
making function to a different device on the network, 
consider the benefits when managing dozens or even 
hundreds of switches, routers, load balancers, and 
firewalls. Traditionally, these devices would have to 
coordinate decision-making with each other, which 
increases traffic on the network and decreases 
efficiency. By shifting this responsibility to a central 
controller, cheaper and “dumber” network devices 
can support complex network configurations that can 
even adapt to constantly changing network conditions. 
Additionally, SDN provides central management of the 
network so technicians don’t have to physically access 
every network device to make configuration changes, 
such as adding a new VLAN. For these reasons, SDN has 
become commonplace on modern networks.

Software-Defined Networking 
(SDN)

Cloud Essentials+ Exam Tip
This section discusses SDN (software-defined 
networking) and SDS (software-defined storage), 
which are required by

•• Part of Objective 1.2: Identify cloud networking 
concepts.

•• Part of Objective 1.3: Identify cloud storage 
technologies.

Control plane
Control plane (SDN controller)

Data plane
Control plane
Data plane

Data plane

Data plane Data plane

Router

Router
Load balancer

Traditional

SDN

Control plane
Data plane

Switch

Switch Load balancer

Figure 6-13� Distributed control planes in a traditional network versus a centralized control 
plane in an SDN network

Virtualization of network functions offers some significant 
technological advances in other ways. For example, 
SD-branch (software-defined branch) and SD-WAN 
(software-defined wide area network) technologies allow 
companies to extend their corporate networks to branch 
and other remote locations while keeping hardware 
deployment relatively simple, allowing for remote 
management of these network extensions and even 
incorporating programmable automation of services. 
Much of this functionality relies on SDN (software-
defined networking) where decision-making processes 
are made at the software level by a network controller 
instead of being handled by individual hardware devices.

To understand this concept a little better, consider this 
very simple example with a switch configured to sup-
port three VLANs. When a packet enters a port on the 
switch where the packet does not match an existing set 
of instructions, the switch must decide which other 
ports to send the packet back out of and what VLAN-  
related modifications to make to the packet’s header. This  
decision-making process is called the control plane, as 
shown in Figure 6-13. SDN allows a network controller 

Note
SDS (software-defined storage)  is similar in concept 
to SDN in that SDS abstracts the control of storage 
management away from the physical or virtual disks 
storing the data. SDS allows users to store any kind 
of data on nearly any kind of storage device under a 
single management interface. Data might be stored 
on-prem or in the cloud. SDS is not limited by the 
hardware (physical or virtual) where the bits of data are 
saved. And the SDS system can be scaled almost indef-
initely while maintaining high performance standards.
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Section 6-5: Cloud 
Computing
Cloud computing is another trend toward increased 
virtualization. Where server and network function 
virtualization run virtualized devices in the company’s 
own datacenter, cloud computing expands the flexibility 
and functionality of virtualization technologies to 
hardware owned and managed by dedicated cloud 
service providers (CSPs). Cloud computing also further 
abstracts the control plane from the data plane to the 
point where cloud customers don’t need to access the 
underlying hardware hosting their cloud services when 
configuring cloud-based networks.

For example, suppose a company is running a cluster 
of five virtual web servers on their own hypervisor, and 
they’re concerned that a power loss in their area would 
result in expensive downtime for their website. This 
company can migrate their web servers to a cloud plat-
form, such as AWS or Azure, to ensure a power failure 
does not interrupt website service to their customers. 
The company can even configure redundant server clus-
ters in different regions of the world to increase website 
performance to global customers and ensure increased 
availability of their website.

A logical question to ask at this point is: Who are these 
CSPs, and what are the differences between their plat-
forms? Let’s explore some of the more popular options 
on both fronts.

Popular Cloud Platforms
Several public CSPs have emerged over the past decade 
with AWS currently leading the market for IaaS and PaaS 
resources. (Refer back to Chapter 1 for a refresher on 
the various cloud service models.) The following list dis-
cusses the most notorious CSPs in these markets:

❯� AWS (Amazon Web Services) was founded in 2006 
and essentially created public cloud computing, 
setting these technologies on a path to revolution-
ize the IT industry. With this early lead, no other 
provider has yet caught up. AWS is an especially 
popular choice for hosting IaaS resources, and they 
continue to innovate in all areas of cloud comput-
ing. Figure 6-14 shows AWS’s management console.

❯� Currently the second largest provider of public 
cloud services, Microsoft Azure relies on its pop-
ularity with AD and Windows Server to expand its 

Remember this…
❯� A type 1 hypervisor runs directly on the host 
system’s hardware and does not require an under -
lying OS. A type 1 hypervisor is itself a minimal 
OS, many of which are built on the Linux kernel. A 
type 2 hypervisor runs on top of an existing OS. In 
other words, the host must have an OS installed 
first, and then a hypervisor application can run 
inside that OS.

❯� Virtualization offers the advantages of efficient use 
of resources; cost and energy savings; fault and 
threat isolation; and simple backups, recovery, and 
replication. Possible disadvantages include com-
promised performance, increased licensing costs, 
and single point of failure.

❯� NFV (network functions virtualization) can be 
used to virtualize routers, switches, firewalls, 
load balancers, and other network devices. This 
allows network admins to configure more cus-
tomized networks on standard servers without 
having to purchase more complex, proprietary 
hardware.

❯� With SDN (software-defined networking), decision-
making processes are made at the software level by 
a network controller instead of being handled by 
individual hardware devices. This decision-making 
process is called the control plane. The actual 
movement of the packet from device to device is 
called the data plane.

Self-check
8.	 If you install a hypervisor on a Linux host 

machine, which of the following OSs can you 
install in a VM on that server?

a.	 Linux

b.	 Windows

c.	 Linux or Windows

d.	 Any OS

9.	 Which technology can be used to create a 
virtual switch?

a.	 SDN

b.	 NFV

c.	 VLAN

d.	 SDS

Check your answers at the end of this chapter.
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195Section 6-5: Cloud Computing

website developers. Interestingly, GCP has been 
growing faster in recent years than AWS or Azure. 
You can see GCP’s console in Figure 6-16.

❯� IBM Cloud is a rebranding of earlier services from 
SoftLayer, which IBM acquired in 2013, and IBM’s own 
Bluemix products. Depending on the statistics used, 
IBM Cloud arguably exceeds GCP in market share. 
With IBM’s purchase of Red Hat in 2018, significant 
shifts in the cloud market are expected to emerge.

foothold from the on-prem datacenter to the cloud. 
Microsoft has recently reorganized their entire 
certification structure to center around Azure and 
its related technologies. Azure’s portal is shown in 
Figure 6-15.

❯� In a distant third place, GCP (Google Cloud Plat-
form) is hosted on the same infrastructure as 
other Google products and claims high popularity 
for PaaS resources, especially for application and 

Figure 6-14� AWS management console

Figure 6-15� Azure portal
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corner block, or an angled block. It’s similar with cloud  
services. For each job you need done, you are able to 
choose the right service to do that job.

For example, suppose you want to run a web server in 
the cloud. In AWS, you might choose to create an EC2 
(Elastic Compute Cloud) instance, which is a VM hosted 
on one of AWS’s servers. If you’re working in Azure, you 
would instead use the Virtual Machines service. And in 
GCP, you would use the Compute Engine service to cre-
ate your VM instance in the cloud. All these options are 
categorized as compute services. You’re paying for the 
computer processing power to do work of some kind.

To run a website, you also need storage space. For 
example, you might attach an EBS (Elastic Block Store) 
volume to your server instance to hold its OS and other 
files. This is an AWS storage service where you pay for 
disk space to save your files. You might also use an S3 
(Simple Storage Service) bucket to hold other files that 
need to be available to your customers, or you might 
store a database in RDS (Relational Database Service), 
which is categorized as a database service and provides 
both storage space and compute processing when you 
sort and filter records. If you’re instead using Azure or 
GCP, you would use similar storage and database ser-
vices that accomplish the same tasks.

As you can see, cloud services are easier to learn and 
understand when you categorize the services according 
to their primary function, as shown in Figure 6-17. While 
there are dozens of categories, the main ones include 
compute, storage, databases, networking, security, and 

❯� Alibaba Cloud, based in China, is a relative 
newcomer and offers a fast-growing public cloud 
platform primarily to Asian markets. Alibaba Cloud’s 
parent company, Alibaba Group Holding Ltd, is the 
largest online commerce company in China and is 
listed as one of the top five global retailers at the 
time of this writing. Compared to other global tech 
firms, Alibaba ranks in the top ten, along with Apple, 
Google, Microsoft, and Amazon.

❯� A leading provider of datacenter virtualization 
solutions, VMware is also a respectable force 
in the cloud market. VMware solutions can now 
be installed over an existing public cloud infra-
structure, providing consistency across both 
the on-prem and cloud portions of a company’s 
network. Because so many organizations already 
use VMware virtualization products, VMware’s 
partnerships with major cloud providers such as 
AWS provide a natural extension to a customer’s 
existing VMware infrastructure to create a seam-
less hybrid cloud.

Service Categories 
There are a vast number of services available in each 
cloud platform. At first, this can feel overwhelming. 
Imagine each of these different services as a building 
block. When you’re building a structure from blocks,  
you might need a large block for one scenario, and 
next time you might need a very small block, or a 

Figure 6-16� GCP console

S
ou

rc
e:

 G
oo

gl
e 

LL
C

04406_ch06_ptg01_175-214.indd   196 12/31/21   4:18 PM

Copyright 2023 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



197Section 6-5: Cloud Computing

shown in Figure 6-18. This is a Linux distribution that is 
optimized for deep monitoring in AWS, and it incurs no 
additional fees for use of this OS. Many other OSs, how-
ever, add expense to your EC2 instance to cover the cost 
of the OS license, such as macOS Big Sur or most of the 
Windows Server 2019 AMIs. Suppose you already have a 
batch of Windows Server licenses that you would like to 
use on your cloud VM instances. In AWS and most other 
cloud platforms, you can take advantage of their BYOL 
(bring your own license) policy so you can install Windows  
Server under the umbrella of your existing licenses. 

Another decision you make as you build an AWS EC2 
instance is whether you plan to keep this instance for a 
while or if you’ll need it for only a short time. Suppose 
you’re creating a web server that you’ll keep running for 
at least a year. You might choose to reserve the instance 
for a lower price than the on-demand pricing model. 
This subscription service allows you to commit to pay-
ing for this instance for a full year at a lower rate. Then 
you can pay part of the fee up front, or you can pay all 
of it for an even more reduced rate, as shown in Figure 
6-19. While these reserved instances are nonrefundable, 
you can modify or exchange reserved instances and 
even sell them on the Reserved Instance Marketplace.

These kinds of subscription-based pricing options are 
available for other services in AWS and for many ser -
vices in other cloud platforms. However, reserving 
resources is not the only option for saving money in the 
cloud. Another popular strategy is storage tiering. To 
understand how this works, let’s first discuss some basic 
principles of how storage services work in the cloud.

billing. One of the first tasks when starting to learn a new 
cloud platform is to familiarize yourself with the most 
popular services in each of these categories. Knowing 
they exist is simply the beginning. Cloud professionals 
must learn what each service can do, what makes it dif-
ferent from similar services, and ways to optimize that 
service for best performance and price. 

Pricing Strategies

Cloud Essentials+ Exam Tip
This section discusses the BYOL (bring your own 
license) licensing model and subscription services, 
which are required by

•• Part of Objective 2.2: Summarize the �nancial 
aspects of engaging a cloud provider.

•• Part of Objective 2.4: Identify the bene�ts or solu-
tions of utilizing cloud services.

Understanding pricing strategies is another significant 
part of learning how to work with the cloud. While cloud 
customers already benefit from economies of scale when 
using cloud services, most cloud services offer a vari-
ety of pricing options to further customize your pricing 
structure. For example, part of the expense of an EC2 
instance is the OS that you run on it. In AWS, you choose 
the OS when you choose the AMI (Amazon Machine 
Image). Some OSs are free, such as Amazon’s Linux 2 AMI 

Figure 6-17� Service categories in AWS
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Cloud Storage

Figure 6-18� Some AMIs are free tier eligible

Figure 6-19� Reserved instances are cheaper than on-demand instances

Cloud Essentials+ Exam Tip
This section discusses cloud storage features, 
characteristics, and types, and CDN (content delivery 
network), which are required by

•• Part of Objective 1.3: Identify cloud storage 
technologies.

the need for good data storage methodologies. Compro-
mised data can destroy an organization. Therefore, as 
companies move their datacenters to the cloud, it’s the 
responsibility of IT professionals to ensure that data is 
kept both safe and accessible.

Cloud-Native Storage

Recall from earlier in this chapter when you read 
about file systems and block storage. In contrast,  
object storage  is a more cloud-native storage infra-
structure—it takes some of the best characteristics of 
file and block storage, and it reimagines storage in a 
way that capitalizes on the cloud’s auto-scaling func-
tionality. Recall from Chapter 1 that scalability is a 

As you can probably predict at this point, cloud provid-
ers offer a wide variety of cloud-based storage solutions. 
Knowing the key role data plays in business highlights 
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Storage Optimization

Available storage options can be compared with each 
other based on several factors, as you’ve already seen. 
The organization of data, expandability of the storage 
space, and durability of the data all factor into stor -
age decisions. Storage performance can be evaluated 
based on several measurable factors, three of which are 
described here:

❯� Transfer rate or read/write throughput—This 
measurement specifies the speed at which data is 
moved through the storage infrastructure and is 
measured in MB/s (megabytes per second).

❯� IOPS (input/output operations per second)—This 
number details how many read and write opera-
tions can be completed per second, as shown in 
Figure 6-20. It’s typically given as an integer, such as 
500 for an HDD in the cloud or as high as 16,000 for 
a cloud-hosted SSD. 

❯� Latency—Latency results from bottlenecks in tech-
nology, geographical distances, or subpar optimi-
zation of data. It can be measured by TTFB (time 
to first byte), RTT (round-trip time), or similar met-
rics. You can decrease the latency of a storage solu-
tion by turning on data caching and by choosing 
carefully where data is located geographically.

One way to maximize storage performance is to opti-
mize the data itself. Some cloud storage services—
especially if they target specific kinds of storage, such 
as databases or websites—offer data compression. For 

core feature of cloud technology. Automatic scaling, 
or auto-scaling, allows a cloud resource to adjust its 
capacity quickly according to the customer’s need, 
avoiding unnecessary charges. 

Object storage also offers increased performance 
inherent in its design. An object packages stored data 
with metadata about the object. This metadata can 
give extensive information about the stored data, 
and it’s optimized for quick search and retrieval func-
tions. Where file systems keep basic metadata on a 
file, such as creation date and author, object meta-
data can contain extensive and customized informa-
tion about the data itself. This is especially useful 
when the data can’t be easily searched, such as pho-
tos, videos, or complex CAD (computer-aided design) 
3-D images.

Object storage also relies on a flat namespace; how-
ever, this space is not organized into consistently sized 
blocks. Objects are held in a single repository, or pool 
of storage. This space can be expanded indefinitely, 
even across geographies. However, the expansive-
ness and flexibility of the space also results in higher 
latency. Object storage lends itself well to unstructured 
data storage (such as massive collections of images or 
video), archival storage, or big data storage (such as IoT 
raw data stored in a data lake).

Object storage offers one more benefit specific to the 
cloud environment: simpler protocols. Where block 
storage relies on complex protocols such as FC, object 
storage uses APIs and HTTP.

Figure 6-20� Virtual SSD burstable to 3000 IOPS
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When using cloud storage services, however, most pub-
lic cloud platforms charge you only for the storage space 
you use. Costs increase or decrease immediately and 
granularly, eliminating the budget cushion required for 
an on-prem storage solution. This capacity on demand 
is another way you can minimize cloud storage costs.

Cloud storage services also allow for storage tiers where 
you pay for storage services according to the kind of 
access you need to your data. For example, data that is 
accessed frequently can be stored using a service that 
charges more for the space used and less for the num-
ber of times you access it, as shown in Figure 6-22. This 
allows for frequent access while paying a more consis-
tent premium for the storage space itself and is some -
times referred to as hot storage. In contrast, data that 
doesn’t require regular access, such as archived data 
or backups, can be kept in cold storage where storage 
space is cheaper but each request for data costs more 
(and takes longer). This system replicates the on-prem 
process of transferring old data from active systems, 
such as fast flash storage, to cheaper but slower and 
less accessible storage media, such as tapes.

Cloud-Native Computing

example, AWS Redshift, which is designed to warehouse 
massive databases, and AWS CloudFront, a high-speed 
CDN (content delivery network) service, both offer data 
compression options. Compression reduces the number 
of bits needed to store data by recoding the data in a 
more efficient manner. 

Note
A CDN (content delivery network)  is a distributed 
storage structure that allows customers to store files in 
locations closer to where their users are located. For 
example, suppose you run a video repository web-
site. If your users in India try to stream a video that is 
stored on a server located in a datacenter in Virginia, 
those users will experience significant latency. A CDN 
such as AWS CloudFront allows you to store your 
video on a server that is physically located in India. 
This is called caching, which is the process of storing 
copies of data in locations closer to where the data is 
used. The proximity to your users will decrease latency 
and increase user satisfaction.

You might have used compression when you zipped 
large files into a smaller attachment to send by email. 
Many compression technologies exist, such as zip com-
pressors like 7-Zip (7-zip.org), xz (tukaani.org/xz/), and 
gzip (gnu.org/software/gzip/), or RAR (Roshal Archive 
Compressed) compressors like WinRAR in Windows or 
the aforementioned 7-Zip. Figure 6-21 shows a folder 
being compressed in Windows.

Another option for reducing the sheer volume of stored 
data is data deduplication, which eliminates multiple 
copies of the same data. For example, suppose you 
email a video file to several members of a project team, 
and everyone saves their own copy of the file to the 
company network. Data deduplication stores only one 
copy of the video and tracks metadata references for all 
other copies back to that one file instance.

Regardless of the optimization of your data, you need 
to make sure you allow for sufficient storage space to 
host that data. In the traditional, on-prem datacenter, 
an IT admin must anticipate the organization’s increas-
ing needs well ahead of when those needs are realized. 
It can take months to get approval for new file servers, 
order the equipment, install the new infrastructure hard-
ware, and provision higher-capacity storage spaces. 
This process incurs significant bulk expenses and work 
time, and results in frequent mismatches between used 
space and available space. 

Cloud Essentials+ Exam Tip
This section discusses microservices and 
containerization, which are required by

•• Part of Objective 2.4: Identify the bene�ts or 
solutions of utilizing cloud services.

When considering a migration to the cloud, most people ini-
tially expect to take a “lift-and-shift” approach to the migra-
tion. Essentially, the expectation is that server VMs running 
in the on-prem datacenter can be shifted to the cloud and 
run as usual. While this approach is appropriate for some 
older applications not designed to function in the cloud, it 
does not take full advantage of what the cloud has to offer. 
Newer applications are developed with a “cloud-native”  
mindset that requires abandoning the monolithic systems 
hosted on traditional (physical or virtual) servers and 
creating instead a web of specialized and interconnected 
microservices. Let’s explore what this means.

Traditionally, applications have been developed to 
function in a complete OS environment. To run the 
application, you must run the entire OS on a server 
(either physical or virtual), and you then run the appli-
cation on top of the OS, as illustrated in Figure 6-23. The 
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High cost per
data access

High cost per
stored byte

Low cost per
stored byte

Low cost per
data access

H
ot storage

C
old storage

Figure 6-22� With tiered storage, the cost of accessing data is inversely related to the cost of storing data

Figure 6-21� Compress a group of files to take up less storage space

S
ou

rc
e:

 M
ic

ro
so

ft 
LL

C

04406_ch06_ptg01_175-214.indd   201 12/31/21   4:18 PM

Copyright 2023 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



202 Chapter 6 Network Systems and Software 

Containerization

Many applications or services can be subdivided 
into smaller microservices. An online shopping web-
site, for example, might include one component to 
manage user accounts, one for the product catalog, 
and a third to manage purchases. The application 
development process that breaks an application into 
these smaller components is called containerization  
because each of these microservices can run in its 
own container.

A container is kind of like a spacesuit. An astronaut 
takes the essential environmental components needed 
to support functional life—air, power, and appropriate 
pressure—and carries all this with them in the space-
suit during a spacewalk. They don’t bring components 
they won’t need because that would make the space-
walk more difficult or even impossible. And they only 
carry enough resources for themselves, not for an entire 
group of people. A container works in a similar fashion. 
The container includes just enough of the resources an 
OS offers for an application to function, but it does not 
include any resources the application won’t need, as 
illustrated in Figure 6-24. Services, libraries, and hard-
ware support are all provided by the container to the 
application it hosts, and the container is matched to the 
application’s needs. This arrangement provides an effi-
cient and predictable environment for the application to 
run in. 

app relies on services, files, and hardware support pro-
vided by the OS. It takes several minutes to boot an OS 
and then start an application, followed by several more 
minutes to shut everything down. Due to this lag time, 
servers are left running all the time so they’re readily 
available. But either way, there’s a lot of wasted proces-
sor runtime that is not directly supporting the needed 
application. Even when the application is actively 
doing something, it doesn’t use the full resources of the 
server or its OS.

Suppose, however, you did not have to run an entire OS 
environment for an application. Instead, you break up a 
massive application into its component functions, and 
you run a function only when it’s needed in a virtual -
ized environment that can support each function with-
out running an extensive OS on a server. As you learned 
in Chapter 1, one of the benefits of cloud computing is 
scalability. In the cloud, you can create, or spin up, just 
enough resources to complete an individual task (such 
as retrieving data from a database), and then delete 
those resources. This task might require only micro-
seconds of processing time instead of several minutes, 
which is cheaper and more efficient. 

Two technologies have emerged to support this type 
of microservice design for applications: containers and 
serverless computing.

Type 2 hypervisor as application

Host OS (Windows 10)

Host’s physical hardware
(CPU, memory, storage drive, NIC, etc)

Guest OS
(Ubuntu
Desktop)

Guest OS
(Windows
Server)

Guest OS
(Ubuntu
Server)

Bins/libs Bins/libs Bins/libs

Application Application Application

Virtual machines

Figure 6-23� VM-hosted software requires an 
entire OS, along with all its binaries and libraries, 
even if those components aren’t used by the run-
ning application

Container engine

Host OS (Linux)

Host’s physical hardware
or cloud platform

Bins/libs Bins/libs Bins/libs

Application Application Application

Containers

Figure 6-24� A container engine creates a light-
weight, self-contained environment (like a bubble or 
a spacesuit) that provides only the files and services 
needed to run an application
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Remember this…
❯� The most popular CSPs (cloud service providers) 
for IaaS and PaaS services include AWS (Amazon 
Web Services), Microsoft Azure, GCP (Google Cloud 
Platform), IBM Cloud, Alibaba Cloud, and VMware.

❯� While there are dozens of cloud service categories, 
the main ones include compute, storage, databases, 
networking, security, and billing. One of the first 
tasks when starting to learn a new cloud platform is 
to become familiar with the most popular services 
in each of these categories.

❯� Cloud customers already benefit from economies of 
scale when using cloud services. Additionally, most 
cloud services offer a variety of pricing options to 
further customize a customer’s pricing structure. 
For example, a BYOL (bring your own license) 
policy allows customers to install Windows Server 
under the umbrella of their existing licenses. Simi-
larly, a subscription service allows the customer to 
commit to paying for an instance over an extended 
period of time at a lower rate than what’s available 
in the on-demand pricing model.

❯� Object storage is a more cloud-native storage infra-
structure—it takes some of the best characteristics 
of file and block storage, and it reimagines storage 
in a way that capitalizes on the cloud’s auto-scaling 
functionality.

❯� Cloud-native applications rely on a web of spe-
cialized and interconnected microservices. Two 
technologies in particular support this approach. A 
container includes just enough of the resources an 
OS offers for an application to function, but it does 
not include any resources the application won’t 
need. When running a serverless application, the 

This lightweight package offers flexibility and efficiency. 
Containers can be created and deleted quickly, running 
only when needed. Another advantage is that multiple 
containers can run on distributed hardware resources 
to achieve high availability and effective load balancing. 
For example, a cluster of physical servers can support a 
high number of containers where the application within 
each container might pull on the physical resources 
(such as CPU, memory, or storage) from any server in 
the cluster. 

Serverless Computing

While this chapter has been heavily focused on servers, 
the discussion would be incomplete without mention of 
a cloud-native alternative for hosting cloud-based appli-
cations: serverless computing (serverless for short). 
Despite the name, servers are still involved with server -
less computing. However, the cloud customer doesn’t 
have to configure or manage the server—the CSP does 
this part.

When running a serverless application, the CSP pro-
vides short-term access to server processing only when 
the application needs to run, and then the server access 
is terminated as soon as the tasks are finished. In many 
cases, this access requires only microseconds to com-
plete the task. This arrangement reduces overall costs 
to the consumer and transfers responsibility for man -
aging the server (such as provisioning, patching, and 
maintenance) to the CSP. 

Examples of serverless services include:

❯� AWS—Lambda for running code, S3 (Simple Storage 
Service) for object storage, and DynamoDB for 
NoSQL databases

❯� Azure—Cosmos DB for databases, Bot Service 
for intelligent serverless bots, and Event Hubs for 
consolidating mass data input from devices and 
sensors

❯� GCP—Cloud Functions for running code, App 
Engine for hosting web and mobile apps, and Cloud 
Dataflow for stream and batch data processing

Serverless computing is often ideal for handling data -
bases, backing up or transferring data, and running apps 
for short spurts, such as for IoT. Serverless is also often 
used for backend tasks behind the scenes of complex 
websites or applications.

All Things Considered

Thought Experiment

When you talk to an Alexa device, your instructions 
are processed by Lambda, an AWS serverless 
compute service that processes code in milliseconds. 
Research online to find out which Google service 
processes your interactions with Google Assistant.
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11.	 Which cloud service would allow you to run 
application code in the cloud without needing 
to manage a server?

a.	 Lambda

b.	 Cosmos DB

c.	 S3

d.	 DynamoDB

12.	 Which storage type is optimized for the cloud 
environment?

a.	 File system storage

b.	 Direct attached storage

c.	 Object storage

d.	 Block storage

Check your answers at the end of this chapter.

CSP provides short-term access to server process-
ing only when the application needs to run, and 
then the server access is terminated as soon as the 
tasks are finished.

Self-check
10.	 What cloud service category would you most 

likely use to manage IP address assignment for 
your VM instances in the cloud?

a.	 Compute

b.	 Networking

c.	 Security

d.	 Storage

Summary

Section 6-1: Network Software and Servers

❯� A NOS (network operating system) is a large, complex 
program that can manage resources commonly found 
on most LANs. Although a part of the NOS resides in 
each client computer, the bulk of the NOS operates in 
a network server, or simply, a server. 

❯� RAID (Redundant Array of Independent Disks) is 
a collection of storage drives (called an array) 
interfaced in a way to ensure one or more layers 
of redundant copies of data across the drive array. 
The most basic RAID techniques are RAID 0 (called 
striping), RAID 1 (called disk mirroring), RAID 3 
(which includes parity), and RAID 5 (which spreads 
parity information across multiple disks).

❯� Storage types you might find in an on-prem network 
include DAS (direct attached storage), NAS (network 

attached storage), and a SAN (storage area network). 
DAS and NAS devices store files in a file system. Data 
in a SAN array of drives is stored in blocks rather than 
in a file system hierarchy and is called block storage.

❯� To support a LAN and its OS, a wide variety of utility 
programs are available. Utilities are software pro-
grams that operate in the background and support 
one or more functions to keep the network running at 
optimal performance.

❯� The licensing agreement that accompanies a software 
product is a legal contract and describes a number of 
conditions that must be upheld for proper use of the 
software package. Licensing models define where the 
software can be installed, who can use it, and when 
payments are made.

Section 6-2: Server Operating Systems

❯� Unix was a popular OS for mainframes and servers 
and can still be found on single-user workstations. 
Various distributions of Unix are still customized for 
niche scenarios due to its stability and backwards 
compatibility with older applications.

❯� Many companies purchase a Linux distro from a 
vendor that specializes in providing proprietary code 
in their distributions along with all the supporting 
applications and utilities, such as web page support 
tools, a GUI, and the latest versions of peripheral 
drivers. Even when Linux is purchased from a vendor, 
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the cost of it is insignificant compared to the cost of 
purchasing either Unix or Windows Server.

❯� One of the most significant components of Windows 
Server is the directory service AD (Active Directory), 
which stores information about all the objects and 
resources in a network and makes this information 
available to users, network administrators, and 

applications. AD creates a hierarchical structure of 
resources similar to a tree design. Objects, such as 
users, groups of users, computers, applications, and 
network devices, are the leaf items within the tree. 
Leaf items are grouped in OUs (organizational units). 
One or more OUs can be grouped together into a 
domain, which is the main object in Windows Server.

Section 6-3: Network Devices

❯� Like many OSs, Cisco’s IOS relies on various command 
modes that determine what commands can be exe-
cuted. These command modes are accessed from the 
CLI and, along the way, the prompt indicates which 
command mode is active.

❯� A wide variety of commands are available within each 
of Cisco’s command modes to configure a router, 
switch, and other network devices. Each series of 
commands must be performed in a particular com-
mand mode. Other manufacturers offer similar com-
mands to configure their devices.

Section 6-4: Virtualization

❯� A type 1 hypervisor runs directly on the host system’s 
hardware and does not require an underlying OS. 
In reality, a type 1 hypervisor is itself a minimal OS, 
many of which are built on the Linux kernel. A type 
2 hypervisor runs on top of an existing OS. In other 
words, the host must have an OS installed first, and 
then a hypervisor application can run inside that OS.

❯� Virtualization offers the advantages of efficient use of 
resources; cost and energy savings; fault and threat 
isolation; and simple backups, recovery, and replica-
tion. Possible disadvantages include compromised 
performance, increased licensing costs, and single 
point of failure.

❯� NFV (network functions virtualization) can be used 
to virtualize routers, switches, firewalls, load balanc-
ers, and other network devices. This allows network 
admins to configure more customized networks on 
standard servers without having to purchase more 
complex, proprietary hardware.

❯� With SDN (software-defined networking),  
decision-making processes are made at the software 
level by a network controller instead of being handled 
by individual hardware devices. This decision-making 
process is called the control plane. The actual move-
ment of the packet from device to device is called the 
data plane.

Section 6-5: Cloud Computing

❯� The most popular CSPs (cloud service providers) for 
IaaS and PaaS services include AWS (Amazon Web Ser-
vices), Microsoft Azure, GCP (Google Cloud Platform), 
IBM Cloud, Alibaba Cloud, and VMware.

❯� While there are dozens of cloud service categories, 
the main ones include compute, storage, databases, 
networking, security, and billing. One of the first 
tasks when starting to learn a new cloud platform is 
to become familiar with the most popular services in 
each of these categories.

❯� Cloud customers already benefit from economies of 
scale when using cloud services. Additionally, most 
cloud services offer a variety of pricing options to 
further customize a customer’s pricing structure. 
For example, a BYOL (bring your own license) policy 
allows customers to install Windows Server under 
the umbrella of their existing licenses. Similarly, a 
subscription service allows the customer to commit 
to paying for an instance over an extended period 
of time at a lower rate than what’s available in the 
on-demand pricing model.
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❯� Object storage is a more cloud-native storage infra-
structure—it takes some of the best characteristics 
of file and block storage, and it reimagines storage 
in a way that capitalizes on the cloud’s auto-scaling 
functionality.

❯� Cloud-native applications rely on a web of specialized 
and interconnected microservices. Two technologies 

in particular support this approach. A container 
includes just enough of the resources an OS offers for 
an application to function, but it does not include any 
resources the application won’t need. When running 
a serverless application, the CSP provides short-term 
access to server processing only when the application 
needs to run, and then the server access is terminated 
as soon as the tasks are finished.

Key Terms

For definitions of key terms, see the Glossary near the end of the book.

AD (Active Directory)

API (application programming 
interface)

auto-scaling

block storage

BYOL (bring your own license)

caching

CDN (content delivery network)

container

containerization

control plane

corporate license

CSP (cloud service provider)

DAS (direct attached storage)

data plane

deduplication

disk mirroring

file system

firewall

GPL (General Public License)

interactive user license

licensing agreement

licensing model

load balancer

microservice

NAS (network attached storage)

NFV (network functions 
virtualization)

NOS (network operating system)

object storage

on-demand pricing model

open source

OS (operating system)

pay-as-you-go model

perpetual license

RAID (Redundant Array of 
Independent Disks)

SAN (storage area network)

SDN (software-defined networking)

SDS (software-defined storage)

server license

server OS

serverless computing

single-user-multiple-station license

single-user-single-station license

site license

sniffer

spyware

striping

subscription license

subscription service

type 1 hypervisor

type 2 hypervisor

utility

Review Questions

1.	 Which of the following functions is specific to a 
server OS?

a.	 Manage applications

b.	 Prompt user for network login

c.	 Allocate hardware resources

d.	 Secure files and other resources

2.	 Which software interface is an application most 
likely to use to communicate with an OS?

a.	 CLI

b.	 SDK

c.	 GUI

d.	 API
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3.	 Which type of RAID stores duplicate copies of data?

a.	 RAID 0

b.	 RAID 3

c.	 RAID 5

d.	 RAID 1

4.	 For a medium-sized company with five offices in 
three cities, which AD layer would most likely cor-
respond to the company’s name?

a.	 Leaf

b.	 Domain

c.	 Forest

d.	 Organizational unit

5.	 Which standards served as the template for AD’s 
design? Choose two.

a.	 RAID

b.	 LDAP

c.	 Unix

d.	 DNS

6.	 Which of the following OSs is NOT open-source 
software?

a.	 Windows Server

b.	 NetBSD

c.	 RHEL

d.	 Ubuntu

7.	 Which of the following is NOT an advantage offered 
by Linux?

a.	 Fast

b.	 Free

c.	 Easy

d.	 Stable

8.	 Which OS would most likely be found on a router?

a.	 Windows Server

b.	 RHEL

c.	 Ubuntu

d.	 IOS

9.	 Which storage type requires specialized protocols 
to access stored data?

a.	 SAN

b.	 CDN

c.	 NAS

d.	 DAS

10.	 Why is Linux such a stable OS?

a.	 Linux is open source.

b.	 Linux is lightweight.

c.	 Linux is adaptable.

d.	 Linux is customizable.

11.	 As you plug a new workstation into a port on your 
Cisco switch, you realize you need to make sure the 
new workstation is assigned to the correct VLAN. 
Which command mode do you need to use to 
assign the connection to the VLAN?

a.	 Interface configuration

b.	 User EXEC

c.	 Privileged EXEC

d.	 Global configuration

12.	 Which of these hypervisors would be easiest for 
students to use on their home computers?

a.	 ESXi

b.	 Oracle VirtualBox

c.	 Citrix Hypervisor

d.	 Android

13.	 Which of the following is a potential disadvan-
tage of using virtual resources in a corporate 
datacenter?

a.	 Requirements for physical hardware

b.	 VM isolation

c.	 Licensing requirements

d.	 Demand on energy resources

14.	 When you enter a Cisco router’s CLI, which com-
mand mode do you start in?

a.	 Privileged EXEC

b.	 Global configuration

c.	 Interface configuration

d.	 User EXEC

15.	 Which cloud platform is natively compatible with AD?

a.	 AWS

b.	 IBM Cloud

c.	 Azure

d.	 GCP

16.	 Which of the following is a cloud-native technology?

a.	 Serverless

b.	 NFV

c.	 VLAN

d.	 Hypervisor
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19.	 Your client, a medical office, needs to store old 
patient records for at least seven years since the 
last date of service. What kind of cloud storage will 
provide the best price?

a.	 Hot

b.	 RAID

c.	 Cold

d.	 CDN

20.	 Which of the following is an AWS compute service?

a.	 RDS

b.	 EC2

c.	 EBS

d.	 S3

17.	 Which of these technologies is NOT used to mini-
mize costs of cloud storage?

a.	 Auto-scaling

b.	 Anti-malware

c.	 Compression

d.	 Deduplication

18.	 To increase redundancy, you’ve created two copies 
of your database in the cloud. What virtual device 
can ensure you spread traffic evenly across both 
copies of the database to increase performance?

a.	 Router

b.	 Hypervisor

c.	 Firewall

d.	 Load balancer

Hands-On Project 6

Create a Linux VM in VirtualBox
Estimated time: 45 minutes

Resources:
❯� Any edition of Windows 10 installed on a computer that supports UEFI. Note that instructions for projects using 
VirtualBox are written for Windows 10 hosts. However, Oracle VirtualBox can also be installed on a Windows 
7/8/8.1, Linux, macOS, or Solaris host.

❯� Internet access

❯� If desired, instructor can provide Ubuntu Desktop image file

❯� Context:
In this project, you download and install Oracle VirtualBox, which is a free hypervisor, to create VMs (virtual 
machines) and a virtual network on a single workstation. You’ll also install Ubuntu Desktop, a Linux distro, in the VM. 
Complete the following steps to install VirtualBox:

1.	 If you are using a 64-bit host computer and want to install a 64-bit OS in the VM, HAV (hardware-assisted 
virtualization) must be enabled in UEFI setup. If you are not sure it is enabled, click Start and Power. Hold down 
the Shift key and click Restart. When the computer reboots, click Troubleshoot, Advanced options, and UEFI 
Firmware settings. The computer reboots again, this time into UEFI setup. 

2.	 Make sure hardware-assisted virtualization (HAV) is enabled. For the system shown in Figure 6-25, that’s done 
on the CPU Configuration screen. Also make sure that any subcategory items under HAV are enabled. Save your 
changes, exit UEFI setup, and allow the system to restart to Windows.

3.	 Go to virtualbox.org/wiki/Downloads and download the most current VirtualBox platform package for 
Windows hosts to your desktop or other folder on your hard drive. Install the software, accepting default 
settings during the installation. The Oracle VM VirtualBox Manager window opens as shown in Figure 6-26.
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Note
Some motherboards might not show “UEFI Firmware settings” as an option on the Advanced options screen. If this is 
the case for you, you’ll need to do a little experimenting and troubleshooting. 

First, determine your motherboard manufacturer and model. To do this, continue the boot to Windows, press Win+R, 
and enter msinfo32, which will list the motherboard manufacturer and model on the System Summary page. 

Find the motherboard’s documentation online to ensure it supports UEFI. If it does, you can try entering the UEFI set-
tings during boot by pressing the required key, such as Esc, Del, F2, F4, F8, or F12. (If you’re not sure which key to try, 
check your motherboard documentation or watch for a message during boot.) For this to work, you might first need to 
disable fast startup in the Windows Control Panel’s Power Options menu. 

If you have trouble with any of this, be sure to do a search online for the problem you’re having and look for informa-
tion to help you figure it out. Learning how to research a problem online is an important skill for anyone working with 
computers and networks.

Figure 6-25� Virtualization must be enabled in UEFI setup for VirtualBox to work
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Figure 6-26� Use the VirtualBox Manager to create and manage virtual machines

Note
Your instructor might have special instructions for the following steps. Check with your instructor before proceeding.

To create a Linux VM in VirtualBox, complete the following steps:

4.	 Go to ubuntu.com and download the Ubuntu Desktop OS to your hard drive. While this project uses Ubuntu 
21.04, you can use the most recent version. The download is free, so you can decline to make any donations. 
The file that downloads is an ISO file. Wait for the download to complete before continuing to the next step.

5.	 Back in VirtualBox, click New in the toolbar and follow the wizard to create a VM. Give your VM a name. When 
naming resources like VMs, be sure to think through what information the resource’s name should provide and 
think about how this name will compare to other resource names when appearing in a list together. For exam-
ple, you might want to include the VM’s OS in the name, such as “Ubuntu-64bit,” or you might want to reference 
the project in which you created the VM, such as “Proj6.” What did you name your VM?

6.	 Choose the Linux type and the Ubuntu (64-bit) version. You can accept all other default settings for the VM 
unless directed otherwise by your instructor. As you go, notice the resources allocated to the VM and answer 
the following questions:

a.	 How much memory will the VM have?

b.	 What kind of file will hold the VM’s virtual hard disk?

c.	 How much space will the VM’s hard disk have?

To install the Ubuntu OS, you’ll first need to mount the ISO file that contains the Ubuntu Desktop image to a virtual 
DVD in your VM. Complete the following steps:
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7.	 With the VM selected, click Settings in the VirtualBox Manager window. In the VM’s Settings window, click 
Storage in the left pane.

8.	 In the Storage Tree area, in the Storage Devices pane, click the Adds optical drive icon, which looks like a CD 
with a plus (1) symbol, as shown in Figure 6-27.

9.	 The Optical Disk Selector window appears. Click Add. Browse to the location of the ISO file. Select the ISO file, 
click Open, click Choose, and click OK. You will now return to the VirtualBox Manager window.

Figure 6-27� Storage Tree options allow you to mount an ISO image as a virtual CD 
in the VM

Note
An ISO file (which has the .iso file extension) is a disc image file. It contains all the files and folders of a virtual CD or 
DVD merged into a single file. The file can be burned to a physical disc, or it can be mounted to a virtual device, such 
as a VM.

10.	 With your new VM selected in the left pane, click Start on the toolbar. Your VM starts up and begins the process 
of installing the operating system. Follow the prompts on the screen to install Ubuntu Desktop. Be sure to click 
Install Ubuntu; do not click Try Ubuntu. Accept all default settings except, when given the option, don’t install 
any extra software bundled with the OS. Give permission to download updates while installing. Confirm that 
you want to erase the disk and install Ubuntu—it will only erase the virtual disk assigned to your VM, not your 
physical disk. Record your user credentials for your Ubuntu VM in a safe place. You’ll need to restart the VM 
when the installation is finished.

S
ou

rc
e:

 O
ra

cl
e 

C
or

po
ra

tio
n

04406_ch06_ptg01_175-214.indd   211 12/31/21   4:18 PM

Copyright 2023 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



212 Chapter 6 Network Systems and Software 

11.	 To verify you have an Internet connection, in your VM, open the Mozilla Firefox browser and visit two or 
three�websites. Take a screenshot of your desktop showing your hypervisor, your running VM, and the VM’s 
successful connection with the Internet; submit this visual with your answers to this project’s questions.

12.	 Poke around in the Ubuntu Desktop interface and get familiar with it. You can also search the web for tutorials 
and YouTube videos on how to use Ubuntu Desktop. What are two ways to open the Settings window in Ubuntu 
Desktop?

13.	 When you’re ready to shut down your VM, click the power icon in the upper-right corner of the Ubuntu Desktop 
screen, click Power Off/Log Out, click Power Off…, and then click Power Off.

Note
If you have trouble booting to the ISO file, you might need to enable EFI. To do this, go to the VM’s Settings window 
and click System. In the Extended Features section, select the checkbox for Enable EFI (special OSs only).

Also, if the VM struggles to install Windows, consider increasing the VM’s available memory in the Settings menu. For 
example, you might increase the RAM to 4 GB rather than the minimum 1 GB. Keep in mind, though, that any RAM 
dedicated to a running VM is not available to the host machine.

Reflection Discussion 6

This chapter covered popular technologies that support virtualization and cloud computing. As you learned, cloud 
computing relies on virtualization to function, but they’re not quite the same thing. Virtualization is often used in the 
on-prem datacenter, and public cloud is the most popular form of cloud computing. To help you better differentiate 
between the two types of technologies, answer the following questions:

❯� What are two business-related advantages of virtualization over cloud computing?
❯� What are two business-related advantages of cloud computing over virtualization?
❯� Which do you think is the most beneficial and why?
❯� What is your biggest concern when using cloud computing in a business environment?

Go to the discussion forum in your school’s LMS. Write a post of at least 100 words discussing your thoughts com-
paring virtualization and cloud computing technologies. Then respond to two of your classmates’ threads with posts 
of at least 50 words discussing their comments and ideas. Use complete sentences, and check your grammar and 
spelling. Try to ask open-ended questions that encourage discussion, and remember to respond to people who post 
on your thread. Use the rubric in Table 6-3 to help you understand what is expected of your work for this assignment.

Table 6-3� Grading rubric for Reflection Discussion 6

Task Novice Competent Proficient Earned
Initial post Generalized statements 

addressing the benefits 
of virtualization and cloud 
computing

30 points

Some specific statements 
with supporting evidence 
about advantages of virtu-
alization and cloud comput-
ing, a clearly stated opinion 
regarding which is the most 
beneficial, and a statement 
identifying a concern related 
to cloud computing

40 points

Self-reflective discussion with 
specific and thoughtful state-
ments and supporting evidence 
about advantages of virtualiza-
tion and cloud computing, a 
well-supported opinion regard-
ing which is the most beneficial, 
and a thorough description 
of a concern related to cloud 
computing

50 points
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Initial post: 
Mechanics

• 	 Length < 100 words

• 	 Several grammar and 
spelling errors

5 points

• 	 Length = 100 words

• 	 Occasional grammar and 
spelling errors

7 points

• 	 Length > 100 words

• 	 Appropriate grammar and 
spelling

10 points

Response 1 Brief response showing 
little engagement or 
critical thinking

5 points

Detailed response with 
specific contributions to the 
discussion

10 points

Thoughtful response with 
specific examples or details and 
open-ended questions that invite 
deeper discussion of the topic

15 points

Response 2 Brief response showing 
little engagement or 
critical thinking

5 points

Detailed response with 
specific contributions to the 
discussion

10 points

Thoughtful response with 
specific examples or details and 
open-ended questions that invite 
deeper discussion of the topic

15 points

Both 
responses: 
Mechanics

• 	 Length < 50 words 
each

• 	 Several grammar and 
spelling errors

5 points

• 	 Length = 50 words each

• 	 Occasional grammar and 
spelling errors

7 points

• 	 Length > 50 words each

• 	 Appropriate grammar and 
spelling

10 points

Total

Solutions to Self-Check Questions

Section 6-1: Network Software and Servers

1.	 Which RAID technique spreads data across disks 
without the ability to recover lost data?

Answer: b. RAID 0

Explanation: With RAID 0, data is broken into pieces, 
and each consecutive piece is stored on a different 
drive. This technique is known as striping. There is no 
redundancy of data in this technique; if one drive fails, 
data is lost. 

2.	 Which storage type identifies data locations with a 
LUN?

Answer: d. SAN

Explanation: Data in a SAN (storage area network) array 
of drives is stored in blocks rather than in a file system 
hierarchy and is called block storage. Each block is a 
specified size and contains data that is referenced by 
the block’s LUN (logical unit number).

3.	 For which of these licensing models do you need to 
know the number of cores a computer has before 
you can install the licensed software?

Answer: a. Server license

Explanation: With a server license, there is rarely a soft-
ware counter controlling the current number of users. A 
server license might instead be priced according to the 
number of CPU cores or sockets the server has.

Section 6-2: Server Operating Systems

4.	 Which of the following characteristics of Linux is 
both a positive and a negative factor in choosing a 
Linux distro?

Answer: c. Customizability

Explanation: The ability to customize Linux is a  
double-edged sword. In the hands of an experienced 
programmer, the Linux source code can be modified in 
almost limitless ways to provide a customized OS. How-
ever, in inexperienced hands, customized source code 
can be a source of constant trouble.
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9.	 Which technology can be used to create a virtual 
switch?

Answer: b. NFV

Explanation: NFV (network functions virtualization) can 
be used to virtualize routers, switches, firewalls, load 
balancers, and other network devices.

Section 6-5: Cloud Computing

10.	 What cloud service category would you most 
likely use to manage IP address assignment for 
your VM instances in the cloud?

Answer: b. Networking

Explanation: While there are dozens of categories, the 
main ones include compute, storage, databases, net-
working, security, and billing. IP address assignment is 
a networking task and would be handled by a network-
ing cloud service. For example, in AWS, you can define 
IP address spaces using the VPC (Virtual Private Cloud) 
service in the Networking category of services.

11.	 Which cloud service would allow you to run appli-
cation code in the cloud without needing to man-
age a server?

Answer: a. Lambda

Explanation: With serverless computing, the cloud cus-
tomer doesn’t have to configure or manage the server—
the CSP (cloud service provider) does this part. AWS’s 
Lambda service is an example of serverless computing 
for running short-term code in the cloud.

12.	 Which storage type is optimized for the cloud 
environment?

Answer: c. Object storage

Explanation: Object storage is a cloud-native storage 
infrastructure—it takes some of the best characteris-
tics of file and block storage, and it reimagines storage 
in a way that capitalizes on the cloud’s auto-scaling 
functionality.

5.	 At what level would a printer fit in an AD tree 
design?

Answer: d. Leaf

Explanation: In the hierarchical structure of AD, objects 
such as users, groups of users, computers, applications, 
printers, and network devices are the leaf items within 
the tree.

Section 6-3: Network Devices

6.	 Which Cisco command mode is most likely used to 
change the password for accessing the device?

Answer: a. Global configuration

Explanation: Global configuration mode is a high-level 
mode for making device configuration changes, such as 
the username and password to access the device. Other 
modes might be used to configure passwords for spe-
cific capabilities on the device.

7.	 Why might an admin use the show command on a 
Cisco switch?

Answer: d. To confirm the device’s configurations are 
correct

Explanation: After making configuration changes on a 
device, the admin should use the show command, such 
as do show vlan, to view configurations and confirm all 
changes are implemented as intended.

Section 6-4: Virtualization

8.	 If you install a hypervisor on a Linux host machine, 
which of the following OSs can you install in a VM 
on that server?

Answer: d. Any OS

Explanation: The hypervisor allocates availability of 
hardware resources to the host computer and to each 
guest computer. The hypervisor also creates a kind of 
pocket within the host computer’s OS where the guest 
system runs independently of the host system and any 
other guest systems. Each guest system can run any OS 
supported by the hypervisor and underlying hardware.
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The Internet

Objectives
After reading this chapter, 
you should be able to:

• 	Explain the ways IP 
supports communication 
across networks

• 	Explain the protocols and 
processes used to locate 
Internet resources

• 	Describe how common 
protocols work with 
IP to support network 
communications

• 	Describe popular Internet-
based services

Introduction
During the late 1960s, a branch of the U.S. government called ARPA 
(Advanced Research Projects Agency) created one of the country’s first 
wide area data networks, the ARPANET. Select research universities,  
military bases, and government labs were allowed access to the ARPANET 
for services such as electronic mail, file transfers, and remote logins.

In 1983, the Department of Defense divided the ARPANET into two 
similar networks: the original ARPANET and MILNET, which was for 
military use only. Although the MILNET remained essentially the same 
over time, the ARPANET was eventually phased out and replaced with 
newer technology. During this period, the National Science Foundation 
funded the creation of a new cross-country network backbone called the 
NSFNET. The NSFNET was the main telecommunications line through 
the network, connecting the major router sites across the country. It was 
to this backbone that smaller regional or mid-level (statewide) networks 
connected. A set of access or “campus” networks then connected 
to these mid-level networks (Figure 7-1). Eventually, this collection of  
networks became known as the Internet. 

Chapter 7
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216 Chapter 7 The Internet

an application (such as email) requires the use of the 
application layer, which in turn requires the use of the 
transport layer, which requires the use of the network 
layer, which requires the use of the data link layer, which 
places the signal on the physical layer for transmission. 
The layers build on one another in this hierarchy, and the 
user is not exposed to the details of those lower layers 
that the user does not have direct contact with.

Different protocols function at each layer. The most-
used protocol at the network layer in the TCP/IP pro-
tocol suite—and arguably the most important protocol 
on the Internet—is called IP (Internet Protocol), which 
you first read about in Chapter 1. Its primary function is 
to perform the routing necessary to move data packets 
across the networks that collectively form the Internet. 

To this end, IP provides the IP addressing scheme 
used by routing protocols. IP addresses in each packet 
identify the packet’s source and destination. Routers 
read this information to determine the next hop that 

During the mid-1990s, the government essentially with -
drew all direct support for the Internet and turned it 
over to private industries and universities. Thus, there 
is no longer a single backbone but multiple backbones 
supported by different businesses and organizations. 

Current estimates suggest that there are over 1.5 billion 
active and inactive websites connected to the Internet, 
and billions of people around the world access the 
Internet daily. One fact is very clear: use of the Internet 
has grown at a phenomenal rate. Its early creators did 
not—could not—envision today’s Internet.

In this chapter, you’ll learn about how the Internet 
works, and you’ll explore many of the services made 
available over the Internet—services that have deeply 
impacted and transformed businesses of all kinds. To 
support the many different types of Internet services 
and to support the layers of the TCP/IP protocol suite, 
numerous protocols have emerged. This chapter covers 
several of the more important Internet protocols, start-
ing with IP (Internet Protocol).

Section 7-1: Internet 
Protocol (IP)
From simple email to the complexities of the web, many 
services are available on the Internet. What enables 
these varied services to work? How does the Internet 
itself work? Recall the layers of the TCP/IP protocol suite 
that were introduced in Chapter 1 (Figure 7-2). The layers  
are designed so that an Internet user who needs to use 
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Figure 7-2� Hierarchy of layers as created by the 
Department of Defense
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217Section 7-1: Internet Protocol (IP)

the network layer contains standard fields that encapsu-
late headers and data from higher layers. An IP packet is 
the combination of the IP header and its payload. This 
packet is, in turn, encapsulated by the lower, data link 
layer’s header(s) and trailer. The data link layer header 
provides information needed to traverse a LAN while the 
IP header provides information needed to traverse multi-
ple networks, such as the Internet.

Consider once again the example of a workstation per -
forming a network operation such as sending an email 
message to a distant workstation, a process that is 
depicted in Figure 7-3. Suppose both workstations are 
on LANs, and the two LANs are connected via a WAN. 
As the local workstation sends the email packet down 
through the layers for transmission on the first LAN, 
the IP header is added in front of the transport layer 
message, creating the IP packet. Next, the appropriate 

will move each packet towards its destination. Routing 
protocols, which you’ll learn more about in Chapter 9, 
help determine these pathways quickly and efficiently. 
IP is the glue that holds this system together by pro-
viding the addressing scheme used to identify each 
network location across WANs like the Internet, and by 
organizing this addressing information in each packet’s 
IP header. To understand IP, you’ll need to understand 
IP headers and IP addresses.

IP Packets
Recall from earlier chapters that Ethernet frames at the 
data link layer encapsulate headers and data from higher 
layer protocols. One of the most common protocols 
encapsulated inside an Ethernet frame is IP. Similar to 
an Ethernet frame at the data link layer, IP’s header at 
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Figure 7-3� Progression of a packet from one network to another
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218 Chapter 7 The Internet

important to note that there are currently two versions 
of IP: IPv4 (IP version 4) and IPv6 (IP version 6). IPv4 has 
been in existence since the early 1980s and is still the 
more common version. To support growing demands, 
IPv6 was introduced in 1998. Despite many advance-
ments, IPv6 has been slow to take off. But that won’t 
always be the case. Let’s look at version 4 first.

Internet Protocol Version 4 (IPv4)
Figure 7-3 showed that the network layer adds an IP 
header to the transport layer message—thereby creating 
an IP packet—before passing the packet on to the data 
link layer. The information included in this IP header 
and the way the header is packaged allow networks to 
share data and create internetwork connections.

Exactly what is in this IP header that allows internet-
working to happen? Figure 7-4 shows the individual 
fields of the IPv4 header in more detail. While all 14 
fields are important, you need to know about the field 
that specifies the IP version and those that affect three 
of the primary functions of IP: fragmentation, packet dis-
card, and addressing. By examining these fields, you will 
begin to discover how IPv4 works and why it is capable 
of interconnecting so many different types of networks:

❯� Version—Indicates the version of IP being used. IPv4 
has the value 4 in this field and IPv6 has the value 
6. The Version field is important because it tells the 
router how to interpret the rest of the IP packet.

❯� Identification, Flags, and Fragment offset—Used 
to fragment a packet into smaller parts. IP allows 
a router to break a large packet into smaller 

MAC layer headers encapsulate the IP packet creating a 
frame, and this frame is sent through LAN 1 to the first 
router. Because the router interfaces LAN 1 to a WAN, 
the MAC layer information is removed, leaving the IP 
packet. At this time, the router may use some or all of 
the IP information to perform the necessary internet-
working functions. The necessary WAN level informa-
tion is applied, and the packet is sent over the WAN to 
Router 2. When the packet arrives at the second router, 
the WAN information is removed, once again leaving the 
IP packet. The appropriate MAC layer information is 
then applied for transfer of the frame over LAN 2, and 
the frame is transmitted to its destination. Upon arrival 
at the remote workstation, all header information is  
discarded, leaving the original data.

When a router receives an IP packet, it may make several 
decisions affecting the packet’s future. In particular, the 
router might perform the following functions: 

❯� Make routing decisions based on the packet’s 
address portion

❯� Fragment the packet into smaller packets if the next 
network to be traversed requires a smaller maximum 
packet size than the packet’s current size

❯� Decide that the current packet has been hopping 
around the network for too long and drop the 
packet

To perform these functions, the router needs to examine 
the address and packet size information, and it needs to 
know how many times the packet has passed through 
a router. All this information is found in the IP header. 
Before looking at the IP header fields in more detail, it’s 

Total length

Identi�cation Fragment offset

Source IP address

Options Padding

Data (TCP segment or UDP datagram)

IPv4
header

16150 31Bit number:

Flags

TTL Protocol Header checksum

Destination IP address

Version IHL DiffServ

Figure 7-4� Format of the IPv4 packet
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219Section 7-1: Internet Protocol (IP)

Keep in mind, however, that computers still see IP 
addresses at the bit-by-bit level. This is important when 
determining which network an IP address belongs to. 
Some of the bits in an IP address refer to the local net-
work and are called the network ID, and some of the bits 
in the IP address refer to a specific host on the network 
and are called the host ID , as shown in the top part of 
Figure 7-6. In this IP address, 128.156.14 is the network ID, 
and .7 is the host ID. The value of the fourth octet could 
be anything from 0 to 255, and that IP address would still 
be on the same 125.156.14 network as this one.

To allow for flexibility, the number of bits for each part 
can vary depending on the network settings. When 
more bits are used for the network ID, the IP address 
range can support more networks but fewer hosts on 
each network. When more bits are used for the host 
ID, the IP address range can support more hosts on 
each network but fewer networks. For example, a net-
work using 24 bits for the network ID and 8 bits for 
the host ID can have 28, or 256, host addresses. How-
ever, a network using 16 bits for the network ID and 16 
bits for the host ID can have 2 16 (which is 65,536) host 
addresses. 

How do computers know how many bits to count 
towards the network ID and how many bits are used for 
the host ID? IPv4 addressing relies on a subnet mask for 
this task. The subnet mask contains a 1 for each bit that 
should be counted as part of the network ID and a 0 for 
each bit that should be counted as part of the host ID. 
The bottom part of Figure 7-6 shows how these bits line 
up with corresponding bits in the IPv4 address.

The subnet mask can also be written using decimal 
numbers, but it makes more sense to think about the 
subnet mask at a bit-by-bit level to understand why 
the numbers apply as they do. For example, instead 
of 24 bits for the network ID, suppose you decided 
to use only 23 bits. This allows for fewer network IDs 
while allowing for more host IDs on each network. In  
Figure 7-7, the subnet mask at a bit-by-bit level shows 23 
1s, and when converted to decimal, each octet reflects 
the correct value. 

Using 23 bits for the network ID allows for twice as 
many possible host IDs. There’s the original range of IP 
addresses: 128.156.14.0-255. And there’s now a second 

fragments so it will fit onto the next network if that 
network requires smaller packets. While this feature 
generally isn’t required for today’s networks, it can 
still be used as an attack vector for various fragmen-
tation attacks. As you will learn shortly, IPv6 doesn’t 
even have a field in the header to perform fragmen-
tation, thus making IPv6 safer in this regard. 

❯� TTL (Time to live)—Allows the router to discard a 
packet that has been traveling across networks for 
too long. This field indicates how long a packet is 
allowed to live—that is, how many bounces from 
router to router a packet can make within the  
system. You’ll see the importance of the TTL field in 
Chapter 9 when you learn about hop count and hop 
limits for routing protocols on WANs. 

❯� Header checksum—Performs an arithmetic check-
sum on only the header portion of the packet.

❯� Source IP address and Destination IP address—
Contain the 32-bit IP source and destination 
addresses, respectively, of the packet. A 32-bit 
address uniquely defines a connection to the 
Internet—usually a workstation or other device, 
although a single device can also support multi-
ple Internet connections. As an IP packet moves 
through the Internet, the Destination IP address 
field is examined by a router. The router, using a 
routing algorithm, forwards the packet onto the 
next appropriate communications link. 

All Things Considered

Thought Experiment

What is the IP address of your workstation, laptop, or 
smartphone? How did you find this information? Is the 
address statically assigned or dynamically assigned? 
Did your IP address come from an ISP or from some-
where else? Explain your reasoning.

1 0 0 0 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1

128 156 14 7

Figure 7-5� Four octets make up an IPv4 address

 IPv4 Addresses

To make IPv4 addresses a little easier for humans to 
understand, these 32-bit binary addresses (see the 
top of Figure 7-5 for an example) are represented by 
dotted decimal notation. This dotted decimal notation 
is created by converting each 8-bit string in the 32-bit IP 
address into its decimal equivalent. Thus, the binary IP 
address in the top row becomes 128.156.14.7, as shown 
in the bottom part of Figure 7-5.
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220 Chapter 7 The Internet

were created in the 1960s, subnet masks only varied by 
an entire octet at a time. Instead of adjusting the number 
of bits by one digit left or right, each class of subnet mask 
could only be adjusted by the number of octets used to 
identify the network and hosts. Therefore, the three main 
classes of IP addresses were A, B, and C, as shown in 
Table 7-1. Each class was also restricted by the bit values 
in the first few digits, which limited the IP address ranges 
used in each class. Figure 7-8 shows the relationship of 
assigned bit values, distribution of octets, and range of 
IDs for each of these three classes. Note that the first 
octet value of 127 is reserved and cannot be included in a 
network’s usable IP address range. Two other classes, D 
and E, are also reserved for other purposes.

The last row in Table 7-1 indicates the private address 
range for each class of addresses. Only certain IP 
addresses can be used on the Internet. When a com-
pany or person applies for and receives an IP address 
for use on the Internet, that IP address will fall within 
a particular range of IP address values called public  
IP addresses. Routers will forward messages on to 
the Internet only if the message is addressed to a 
public IP address. In contrast, a defined range of IP 
addresses can be used by anyone on their private net-
works. These are called private IP addresses. Messages 
sent to a private IP address will not be forwarded by 

available range of IP addresses within the same sub-
net: 128.156.15.0-255. In this example, all IP addresses 
from 128.156.14.0 through 128.156.15.255 are contained 
in the same network. Using this technique, an ISP  
(Internet service provider) and a company can take 
many host IDs and break them into subnets. Each sub-
net can then support a smaller number of hosts. This 
process of dividing larger networks into smaller subnets 
is called subnetting.

Here you’ve seen how the number of 1s in a subnet mask 
indicates how many bits in the IPv4 address are used to 
indicate the network and each host on that network. A 
network is, therefore, identified by its network ID and 
its subnet mask. A shorthand version of this informa -
tion can be written 128.156.14.0/23. This format is called 
CIDR (Classless Interdomain Routing and pronounced 
“cider”) notation or just slash notation. The address 
128.156.14.0 is the beginning address of the block of 
addresses. The /23 indicates how many of the 32 bits 
in the address are allocated to the network ID portion. 
Thus, the first 23 bits are allocated to the network ID, 
leaving 9 bits for the host ID. If you have a 9-bit host ID, 
then you have 2 9, or 512, host IDs.

This form of addressing is called classless addressing. 
The term makes more sense in contrast to what it 
replaced: classful addressing. When IP and IP addresses 

1 0 0 0 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 0 1 1 1 00 0 0 0 0 1 1 1

128 156

Network ID Host ID

14 7
IPv4 address

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 10 0 0 0 0 0 0 0

255 255 254 0
Subnet mask

Figure 7-7� More bits for the host ID allow for more hosts on 
each network

1 0 0 0 0 0 0 0 1 0 0 1 1 1 0 0 0 0 0 0 1 1 1 00 0 0 0 0 1 1 1

128 156

Network ID Host ID

14 7
IPv4 address

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 10 0 0 0 0 0 0 0

255 255 255 0
Subnet mask

Figure 7-6� The bold red bits show the network ID as  
indicated by the 1s in the subnet mask
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221Section 7-1: Internet Protocol (IP)

a router. You can check your computer’s IP address 
with the command ipconfig in Command Prompt or  
PowerShell on a Windows computer. On a Mac com -
puter using a wired connection, open Terminal and 
enter the command ipconfig getifaddr en1. For 
a wireless connection, instead enter the command  
ipconfig getifaddr en0. Your computer should 
have a private IP address.

Internet Protocol Version 6 (IPv6) 
IPv6 (Internet Protocol version 6) was conceived to 
fix problems and limitations of IPv4. When IP was cre-
ated in the 1960s, the computing climate was very dif-
ferent from today. There was nowhere near the number 
of people or devices currently using the Internet, and 
the telecommunications lines used to support high-
speed networks were not as fast or error-free as they 
are today. Also, applications operating over the Internet 
involved smaller data packets with little need to trans-
mit them in real time. As these demands on the Internet  
began to grow, the designers decided it was time to cre-
ate a more modern IP that took advantage of current 
technology. 

Several notable differences exist between IPv6 and the 
older IPv4. The first concerns addressing. With the 
explosive growth of the Internet, the system ran out 
of IP addresses, and the last blocks of IPv4 addresses 
were allocated to regional Internet registries in 2011. 
IPv6 calls for addresses to be 128 bits long, as opposed 
to the 32-bit addresses on IPv4, and a 128-bit address 
supports virtually unlimited addresses. With 128-bit 
addresses, one million IP addresses can be assigned 
every picosecond (10 �12  seconds) for the known age of 
the universe! With IPv6, address space limitations will 
not be a problem.

Table 7-1� The three main classes of classful addressing

Class A Class B Class C

Valid network range 1.0.0.0–126.0.0.0 128.0.0.0–191.255.0.0 192.0.0.0–223.255.255.0

Total networks 27 = 128 214 = 16,384 221 = 2,097,152

Host addresses per network 224 = 16,777,216 216 = 65,536 28 = 256

Network bits 8 (1 octet) 16 (2 octets) 24 (3 octets)

Host bits 24 (3 octets) 16 (2 octets) 8 (1 octet)

Subnet mask 255.0.0.0 255.255.0.0 255.255.255.0

Private address range 10.0.0.0–10.255.255.255 172.16.0.0–172.31.255.255 192.168.0.0–192.168.255.255

Network

Network

Network

Octet 4 1st octet
range

Host 1–126

128–191

192–223

Host

Host

Class A

Class B

Class C

Octet 1 Octet 2 Octet 3

Figure 7-8� Each class uses a certain number of full octets for 
the network ID

Note
Some of the calculated host addresses in a particu-
lar network are reserved and can’t be used by host 
devices on the network. For example, the initial 
address, such as 128.156.14.0, refers to the network 
itself. The address at the back end of the address 
range, such as 128.156.14.255, is reserved for sending 
messages to all hosts on the network and is called the 
broadcast address. Depending on network settings, 
other addresses might also be reserved. For example, 
it’s common for the first available host address, such 
as 128.156.14.1, to be assigned to the local network’s 
router. This information must be accounted for when 
designing a network’s IP address range to ensure there 
are enough IP addresses available for the anticipated 
size of the network. 
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222 Chapter 7 The Internet

❯� Another difference is the absence of the Checksum 
field from IPv6. As network quality improves and 
higher-level protocols and applications can assume 
the role of error detector, modern networks are 
trending towards removing Checksum fields.

Although modifications to the IP header represent pro-
found changes in the protocol, there are even more, 
significant differences between IPv4 and IPv6. Namely, 
IPv6 has: 

❯� Better support for options using the extension 
headers

❯� Better security, with two extension headers 
devoted entirely to security

❯� More options in type of service

This last improvement to IP relates to QoS (quality of 
service), which is an important part of modern networks. 
This useful tool allows a network admin to specify a 
level of service for certain types of traffic such as VoIP 
(Voice over IP), which ensures the network will prioritize 
time-sensitive telephony traffic. IPv6 can deliver much 
better QoS management than IPv4.

Despite these improvements, IPv6 has still not com -
pletely replaced IPv4. Many organizations, if they sup-
port IPv6 at all, rely on a dual stack network that uses 
both IP versions simultaneously. Although the U.S. 
Office of Management and Budget announced in 2005 
that it intended to require support for the protocol 
across government agencies by 2014, that date was 
unrealistic. The latest push will require 80 percent of 

Significant changes were also made to the IP header 
between IPv4 and IPv6. As you may recall from Figure 7-4, 
the IP header in IPv4 contains fourteen fields whereas in 
IPv6, the IP header contains eight fields, plus the pay-
load (data) and optional extension headers, as shown in  
Figure 7-9. The most notable additions to the IPv6 header 
are the Priority field and the Flow Label field. Priority 
assigns a value from 0 to 7 for transmissions that can  
tolerate delays and from 8 to 15 to indicate real-time data 
that should receive priority processing. It helps ensure 
that a data stream with a higher priority will be serviced 
more quickly than a lower priority packet. The Flow 
Label field allows certain applications and connection 
types to establish a pseudo-connection with particular 
properties and requirements that support faster routing 
through the Internet. As you can see, speed and effi-
ciency were high priorities in the IPv6 header design.

What fields do you notice are missing from the IPv6 
header that were included in the IPv4 header in Figure 
7-4? Consider the following points:

❯� IPv6 does not have a header length field. Because 
the header in the new version is a fixed length, a 
length field is unnecessary. 

❯� IPv6 doesn’t contain a field that allows fragmenta-
tion. The creators of IPv6 felt that almost all of the 
networks in current operation could handle packets 
of very large sizes, and that it would no longer be 
necessary to break a packet into smaller pieces. 
Even though IPv6 can perform fragmentation, this 
function is only available as an option in an  
extension header. 

Version

0 1615
Bit number:

31

Source address

Destination address

Data (TCP segment or UDP datagram)

Payload length

IPv6
header

+ extension
headers

Next header Hop limit

Traf�c class Flow label

Figure 7-9� Format of the IPv6 packet
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223Section 7-2: Locating a Resource on the Internet

location across WANs like the Internet, and orga-
nizes this addressing information in each packet’s 
IP header.

❯� An IP packet is the combination of the IP header and 
its payload. This packet encapsulates headers and 
payload from higher layers, and is in turn encapsu-
lated by the lower data link layer’s header(s) and 
trailer. 

❯� IPv4 (Internet Protocol version 4) addresses are  
4 bytes, or 32 bits, in length whereas IPv6  
(Internet Protocol version 6) uses 128-bit addresses 
to support virtually unlimited addresses, solving 
one of the core limitations of IPv4. IPv6 also offers 
better support for various options using extension 
headers.

Self-check
	 1.	 At what TCP/IP layer does IPv6 function?

a.	 Network

b.	 Application

c.	 Data link

d.	 Transport

	 2.	 Which of the following is NOT a valid IPv4 
address?

a.	 192.168.0.1

b.	 10.0.0.2

c.	 172.13.155.2

d.	 168.256.127.1

	 3.	 Which of the following is NOT an advantage 
offered by IPv6 over IPv4?

a.	 Better security

b.	 Smaller header

c.	 More efficient

d.	 Faster transmission

Check your answers at the end of this chapter.

Section 7-2: Locating a 
Resource on the Internet
When a user is running a browser and clicks on a link, 
the browser attempts to locate the object of the link and 
bring it across the Internet to the user’s device. This 
object can be a document, web page, image, FTP file, or 
any of several other types of data objects. 

IP-enabled assets on federal networks to use only IPv6 
by 2025 with several interim checkpoints along the way 
to that goal.

Mobile networks and cloud providers have offered 
evolved technologies to natively support IPv6 and ease 
the transition for everyone. The migration to cloud ser -
vices, especially, makes IPv6 implementation as simple 
as using the default settings or choosing a simple config-
uration option.

IPv6 Addresses

The size of IPv6 addresses makes it challenging to 
reference them. Additionally, they’re usually written 
in hexadecimal form where each four-bit quantity is 
replaced by a hexadecimal digit from 0 to F. Here is one 
example of an IPv6 address:

6A3E:BA91:7221:0000:01FC:922C:877B:FFEF

If there are four hex 0s in a row between two colons, 
as above, you can save a little space and incorporate a 
small abbreviation:

6A3E:BA91:7221:0:01FC:922C:877B:FFEF

Longer strings of 0s can be abbreviated further. For 
example,

6A3E:BA91:0:0:0:0:877B:FFEF

can be abbreviated as

6A3E:BA91::877B:FFEF

Notice that the abbreviation of two colons replacing 
a series of 0s can only occur once in an IP address to 
avoid confusion. To maximize efficiency, the two colons 
should replace the larger group of 0s if there is more 
than one group of 0s.

IPv6 addresses are also classless and use the slash nota-
tion. Thus, an address such as

6A3E:BA91::877B:FFEF/104

tells you that the first 104 bits are part of the network ID, 
and the remaining 24 bits are part of the host ID.

Remember this…
❯� IP (Internet Protocol) is a connectionless protocol 
that routes data packets across the networks 
collectively forming the Internet. IP provides the 
addressing scheme used to identify each network 
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224 Chapter 7 The Internet

❯� You might also request a file on an FTP (File 
Transfer Protocol) server with ftp://. 

❯� Other schemes include telnet:// to perform 
an insecure remote login to a server or ssh:// 
for encrypted remote access, and mailto:// to 
send an email message. 

2.	 The second part of the URL, indicated by a 2 in 
Figure 7-10, is the domain name. This portion of 
the URL specifies a host, which is one or more 
servers that contain the requested resource. 
Within the domain name are various parts:

❯� Starting on the right, com is the top-level 
domain and indicates that the website is a 
commercial site. Some other top-level domains 
are edu (educational), gov (government), mil 
(military), org (nonprofit organization), net 
(network-based), biz, name, info, pro, museum, 
aero, and coop. Each country also has its own 
top-level domain name—Canada is ca and the 
United Kingdom is uk. For a high price tag, you 
can have a custom top-level domain. 

❯� The mid-level domain name is usually the name 
of the organization or host, often a company or 
school. 

❯� Any other lower-level domains to the left 
(such as www for a web server or email for an 
email server) are further subdivisions of the 
host and are usually created by the domain 
owner. 

3.	 The third part of a URL, labeled 3 in Figure 7-10, 
is the detailed path to a specific resource. In 
Figure 7-10(b), the URL https://p.widencdn.net/
fzrlay specifies that the requested PDF file is in 
the directory fzrlay.

4.	 The final part of the URL, specified by the 
number 4 in Figure 7-10, is the filename of the 
requested object. In Figure 7-10(b), it is a PDF 

How is each object located on the Internet? Stated 
simply, every object on the Internet has a text-based 
address called a URL (Uniform Resource Locator), which 
uniquely identifies each file, web page, image, or any 
other type of electronic resource that resides on the 
Internet. Routers on the Internet, however, do not rec-
ognize URLs directly. For a browser to find a resource, 
part of the resource’s URL must be translated into the 
IP address that identifies the web server where the 
resource is stored. This translation from URL to IP 
address is performed by DNS (Domain Name System).

Uniform Resource Locator (URL)
Suppose you are using a web browser to access your 
school’s website hosted at your school’s datacenter. You 
click a link on the website to access your LMS (learning 
management system), which is hosted by the LMS pro-
vider at their datacenter. This click sends a command 
out to the Internet to fetch the web page from the LMS 
provider’s server that is identified by the web page’s 
URL. Your click on the URL starts a chain reaction of 
processes between your browser, various servers, and 
multiple routers. For this reason, every URL must be 
unique.

All URLs consist of four parts, as shown in Figure 7-10 
and described next:

1.	 The first part of the URL, indicated by a 1 in the 
figure, is called the scheme and identifies the 
protocol that is used to transport the requested 
resource. 

❯� If you request a web page with http://, then 
HTTP (Hypertext Transfer Protocol) is used to 
retrieve the web page from the web server. 

❯� https:// is used more often to request a 
web page over a secure connection, which 
encrypts HTTP with TLS (Transport Layer 
Security). 

(a)	 https://www.cengage.com/student

	    1	              2	         3
		
(b) 	 https://p.widencdn.net/fzrlay/Mindset-Infographic---FINAL.pdf

	      1	        2	              3		   4

Figure 7-10� The parts of a URL for (a) a website home page and (b) a PDF file provided 
through a content delivery network
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225Section 7-2: Locating a Resource on the Internet

already known, such as when you are navigating to 
a website you visit often. If none of these caches con-
tains the information, your computer’s designated DNS  
server will call upon a higher authority. The local DNS 
server will send a DNS message to the next higher  
DNS server until the address is found or it is determined 
that the address does not exist. If the address does not 
exist, an appropriate message is returned.

To understand this better, consider the scenario in  
Figure 7-11 where a user at cs.waynestate.edu in Wayne 
State University wants to retrieve a web page from www  
.trinity.edu at Trinity University. 

Step 1—�The message originates from cs.waynestate.edu 
and goes to the waynestate.edu name server. 

Step 2—�The waynestate.edu name server does not rec-
ognize www.trinity.edu because the domain 
name www.trinity.edu is not in a list of recently 
referenced websites. Therefore, the waynestate  
.edu name server sends a DNS request to edu 
-server.net. 

Step 3—�Although edu-server.net does not recognize 
www.trinity.edu, it does recognize trinity.edu, so 
it sends a query to trinity.edu. 

Step 4—�The trinity.edu name server recognizes its own 
www.trinity.edu and returns the result to edu-server  
.net, which returns the result to the waynestate  
.edu name server, which returns the result to the 
user’s computer, which then inserts the result  
—that is, the appropriate 32-bit or 128-bit binary 
IP address—into the browser request. While this 
seems like a lengthy process, on average, it only 
takes milliseconds to complete.

Dynamic Host Configuration 
Protocol (DHCP)
When a company installs several computer workstations 
and intends to give them access to network resources, 
it must assign each workstation an IP address. This IP 
address, as you’ll recall, allows a workstation to send 
and receive information over the Internet or other 
network. 

Two basic methods are used to assign an IP address to a 
workstation: static assignment and dynamic assignment. 
With a static assignment, a person sits down at each 
machine and, using the network operating system, config-
ures an IP address on the device. The person configuring 
the address must then record that IP address somewhere 
so it’s not accidentally assigned to another device.

document titled Mindset-Infographic—FINAL.pdf.  
Not all URLs contain this information as not all 
resources are a single file. A static web page 
might consist of a single file named something 
like index.htm; however, most modern web 
pages are made up of many files. It’s up to the 
web server to determine which files should be 
transmitted when a resource is requested.

Domain Name System (DNS)

Cloud Essentials+ Exam Tip
This section discusses DNS, which is required by

•• Part of Objective 1.2: Identify cloud networking 
concepts.

Recall that all connections to the Internet are defined 
by either 32-bit binary addresses (IPv4) or 128-bit 
binary addresses (IPv6). Asking a user to enter a 
32-bit address into a web browser would be cruel 
and unusual punishment. Or, can you imagine trying 
to enter a 128-bit address just to check your email?! 
Even the dotted decimal notation for IPv4 addresses 
and the hexadecimal form for IPv6 addresses are not 
convenient for most humans to use or remember. 
When referencing an Internet site, it’s easier to refer 
to its domain name. Computers, however, use binary 
addresses. 

The Internet converts the binary IP addresses into  
character-based domain names, and vice versa. To do 
this, it uses DNS (Domain Name System), which is a 
large, distributed database of Internet addresses and 
domain names. This distributed database consists of 
a network of local DNS servers, mid-level DNS servers, 
and higher-level DNS servers. To keep the system man -
ageable, the DNS database is distributed according to 
the top-level domains: .edu, .gov, .com, .mil, and so on.

Converting a domain name into a binary IP address can 
vary in complexity depending on whether the domain 
name is already cached somewhat locally. For exam-
ple, when you leave a webpage and a domain name is 
resolved, that information is temporarily cached in your 
browser, your computer’s operating system, the LAN’s 
router, and your ISP’s DNS cache. Your network might 
also have a dedicated DNS server. 

The browser will first check with each of those 
resources to determine if the domain’s IP address is 
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1000Base-LX   An 802.3 standard, created by 
IEEE for Ethernet (or CSMA/CD LANs), that 
incorporates 1000-Mbps baseband (digital) 
signaling for transmitting data over single-
mode or multimode fiber-optic cable that is 
being used to support longer-distance cabling 
within a single building.
1000Base-SX  An 802.3 standard, created by 
IEEE for Ethernet (or CSMA/CD LANs), that 
incorporates 1000-Mbps baseband (digital) 
signaling for transmitting data over multimode 
fiber-optic cable that is being used to support 
relatively close clusters of workstations and 
other devices.
1000Base-T  An 802.3 standard, created by 
IEEE for Ethernet (or CSMA/CD LANs), that 
incorporates 1000-Mbps baseband (digital) 
signaling for transmitting data over Cat 5e or 
higher twisted pair cable for a maximum seg-
ment length of 100 meters.
100Base-FX  An 802.3 standard, created by IEEE 
for Ethernet (or CSMA/CD LANs), that incorpo-
rates 100-Mbps baseband (digital) signaling for 
transmitting data over fiber-optic cable.
100Base-TX  An 802.3 standard, created by 
IEEE for Ethernet (or CSMA/CD LANs), that 
incorporates 100-Mbps baseband (digital) 
signaling for transmitting data over two pairs 
of Cat 5 or higher twisted pair for a maximum 
segment length of 100 meters.
10Base-T  An 802.3 standard, created by IEEE 
for Ethernet (or CSMA/CD LANs), that incorpo-
rates 10-Mbps baseband (digital) signaling for 
transmitting data over twisted pair for a maxi-
mum segment length of 100 meters.
10GBase-T  An 802.3 standard, created by 
IEEE for Ethernet (or CSMA/CD LANs), that 
incorporates 10-Gbps baseband (digital) sig-
naling for transmitting data over twisted pair.
10-Gbps Ethernet   A general term to repre-
sent 10-Gbps Ethernet LANs.
2G (2nd generation)   Early cellular phone 
networks.
3DES (triple-DES)   A temporary solution for 
the shortcomings of DES security (which has 

now been replaced with AES) in which data 
is encrypted using DES three times; in many 
cases, the first time by the first key, the sec-
ond time by a second key, and the third time 
by the first key again.
3G (3rd generation)   Third generation mobile 
phone service released in the early 2000s that 
supported up to 384 Kbps.
4B/5B   A digital encoding scheme that takes  
4 bits of data, converts the 4 bits into a unique 
5-bit sequence, and encodes the 5 bits using 
NRZI.
4G (4th generation)   Fourth generation mobile 
phone service that is characterized by an all-IP 
network for both data and voice transmission 
and throughput of 100 Mbps up to 1 Gbps.
5G (5th generation)   Fifth generation mobile 
phone standard requiring minimal throughput 
of 1 Gbps and maxing out at 20 Gbps down-
load and 10 Gbps upload. Actual speeds vary 
greatly depending on the bands, cell density, 
channels, and client volume.
802.11a   The IEEE standard for a wireless 
networking technique that uses multiple fre-
quency bands in the 5-GHz frequency range 
and provides a theoretical maximum through-
put of 54 Mbps.
802.11ac   The IEEE standard for a wireless 
networking technique that exceeds bench-
marks set by earlier standards by increasing 
its useful bandwidth and amplitude. 802.11ac 
is the first Wi-Fi standard to approach Gigabit 
Ethernet capabilities.
802.11ax   The IEEE standard for a wireless 
networking technique that operates in both the 
2.4-GHz and 5-GHz bands and relies on newer 
modulation techniques to offer theoretical 
maximum data rates nearing 10 Gbps with 
an emphasis on supporting more clients 
(hundreds or thousands) at shorter distances.
802.11b   The IEEE standard for a wireless 
networking technique that uses DSSS (direct-
sequence spread spectrum) signaling in the 
2.4-GHz frequency range and provides a theo-
retical maximum throughput of 11 Mbps.

Glossary
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Index

Note: Boldface entries include de�nitions
2G (2nd generation), 318
3DES (triple-DES), 274
3G (3rd generation), 318
4B/5B digital encoding scheme, 86–88
4G (4th generation), 318
5G (5th generation), 318
8-PSK, 89
10Base-T, 159
10GBase-T, 159
10-Gbps Ethernet, 159
100Base-FX, 159
100Base-TX, 159
802.1Q, 162
802.1Q VLAN, 162
1000Base-LX, 159
1000Base-SX, 159
1000Base-T, 159

A
AAA (authentication, authorization, and 

accounting), 281
academic environment, LAN, 163
access. See also security

point, 56
rights, 280, 280–281

accounting, 281, 286–287
ACLs (access control lists), 265, 268
active-active load balancing and automatic failover, 

356
AD (Active Directory), 184
AD (administrative distance), 309
ADSL (asymmetric digital subscriber line), 339
AEC (Architecture, Engineering, and Construction) 

industry, 235
AES (Advanced Encryption Standard), 274
agility, 375
AI (artificial intelligence), 242
alert message, 387
Alexa, 240
Alibaba Cloud, 196
ALM (application lifecycle management), 374
AM radio, 55, 75
Amazon Echo, 240
Amazon Web Services. See AWS (Amazon Web 

Services)
American National Standards Institute (ANSI), 38

American Standard Code for Information 
Interchange. See ASCII (American  
Standard Code for Information  
Interchange)

AMI (Amazon Machine Image), 198
amplification, 81
amplitude, 79
analog data and signals, 76–77
analog data-to-analog signal conversion, 83–84
analog signals, 76
analytical modeling, 383
ANSI (American National Standards Institute), 21
ansible, 399
anti-malware

behavior monitoring, 264
removal threats, 264
sandboxing, 264
scanning, 264

anti-spyware software, 180
APIs (application programming interfaces), 176
Apple, 61, 63
Apple HomePod, 240
application layer, 16
application layer firewalls, 267
application portability, 423
applications, 178
arithmetic checksum, 118–120
ARP (Address Resolution Protocol), 231
ARPA (Advanced Research Projects Agency), 215
ARPANET, 14
artificial intelligence. See AI (artificial intelligence)
ASCII (American Standard Code for Information 

Interchange), 17, 97
ASK (amplitude shift keying), 88–89
asymmetric connection, 338
asymmetric encryption, 275
ATM (Asynchronous Transfer Mode), 348
attack types, 256–259
attenuation, 114
authentication, 281, 281–285
authentication, authorization, and accounting. See 

AAA (authentication, authorization, and 
accounting)

authorization, 281, 285–286
automation, 396
automation tool, 400
auto-scaling, 199
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